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1 INTRODUCTION

The goal of Power Aware Distributed Systems (PADS) project was to develop and apply
power aware embedded system architectures, algorithms, middleware, simulation tools, and
protocols to unattended wireless ground sensor systems. The PADS project included researchers
from University of Southern California (USC) Information Sciences Institute (I1S1), University of
California Los Angeles (UCLA), and Rockwell Science Center (RSC). The multidisciplinary
team included world-class, widely-published researchers with significant industrial experience
and complementary expertise in the areas of embedded systems engineering, network protocols,
real-time operating systems, and DoD application experience for acoustic, seismic, and imaging
sensors. The team established a number of research goals for the PADS effort:

Identify hardware knobs that can be provided by modules (radio and processor systems) that
can be altered dynamically, and externally readable parameters (power, BER, signal strength,
battery, etc.) that can be provided to a power-aware runtime system.

Instrument a state-of-the-art sensor node to understand power consumption in current
systems. Where can we expect significant latitude in power tradeoff? Which knobs have the
greatest dynamic range? What baseline will we use for comparison?

Provide operating system extensions for power management, task scheduling, and task
control on individual SenslIT sensor nodes.

Create reconfigurable communication modules that adapt parameters such as error control,
equalization, data rate, and noise figure in real time according to channel state.

Design a distributed sensor network control middleware for power-aware task distribution
and hardware/software resource utilization migration.

Incorporate power trade-off analysis tools into the SensIT platform emulator for power aware
application development and scenario simulation for sensor networks.

Develop power-aware algorithms for cooperative signal processing that exploit sensor data
locality, multiresolution processing, sensor fusion, and accumulated intelligence.

Integrate advanced power aware processing and communications technology into the PADS
research platform as it becomes available in the PAC/C community.

The PADS project was organized into three distinct tasks. Task 1: Architectural Approaches
examined the physical “hardware knob” aspects of the research. This included instrumentation
of the baseline platform and development of a power aware communication module. The results
of this task are reported in Section 2. Task 2: Middleware, Tools, and Techniques investigated
software aspects related to real-time operating systems for power aware operation of a single
node as well as collaborative networking protocols to manage energy across a sensor field. This
task also developed simulation and planning tools for networked unattended ground sensors.
Task 2 is covered in Section 3. Finally, Task 3: Algorithms studied power-awareness for signal
processing algorithms used in ground sensor systems. The team looked at a representative
acoustic algorithm and a representative image-processing algorithm. The algorithm studies are
reported in Section 3.4. The report concludes in Section 5 with a summary of deliverables,
publications, personnel, and acronyms.



2 FINAL STATUS REPORT ON
ARCHITECTURAL APPROACHES

The Architectural Approaches task of the PADS project focused on instrumentation and
analysis of a baseline unattended ground sensor system to understand how battery energy is
consumed. The information gathered in this study was used to develop and validate power
consumption models used in the SensorSim power aware simulator. The results of this study
were also used to identify power/performance “knobs” in the hardware and determine their
relative impact on overall system power for intelligent algorithm development. Similarly, the
identification of power/performance “knobs” in the hardware led to microsensor system
architecture insights on how to expose the “knobs” to software control. The team assembled a
microsensor testbed using the commercial HIDRA™ microsensor hardware developed at
Rockwell Science Center. Analysis methods and results are provided in Section 2.1. The
proposed power aware microsensor architecture is described in Section 2.2. Finally, a power
aware software radio was prototyped and analyzed under this task. The software radio is
described in Section 2.3.

2.1 Power Analysis of Rockwell HIDRA™

The PADS team assembled a research testbed using the
HIDRA™ microsensor, which was developed at the Rockwell
Science Center in part under the DARPA Low-Power Wireless
Integrated Microsensors (LWIM) and Adaptive Wireless Arrays
for Interactive Reconnaissance, Surveillance, and Target
Acquisition in Small Unit Operations (AWAIRS) programs.
This system has been used in numerous DoD field experiments
and is representative of other microsensor platforms in the
community. Shown in Figure 1, HIDRA is constructed as a
modular stack of circuit boards measuring 2.5 by 2.5 inches
square. It has a pair of connectors on top and bottom for inter-
module communications and power supply. Initially conceived
for mission configurability and incremental refinements of the platform, the modularity was
found to be extremely useful for subsystem power analysis. The modules could be removed or
isolated and instrumented separately.

The HIDRA processor module shown in Figure 2 (left) has an Intel StrongARM 1100
embedded 32-bit CPU, 1MB of SRAM, and 4MB of flash memory. The processor has a 1.5V

Figure 1: HIDRA Microsensor

Figure 2: HIDRA SA110 Processor Module (left) Figure 3: HIDRA Sensor Module (left)
and 900MHz Radio Module (right) and Power Module (right)



core voltage and 3.3V 1/O. The clock rate is scalable from 59MHz to 133MHz. The SA110 does
not have a floating-point execution unit. Floating-point arithmetic is emulated in software. The
development environment provided by Rockwell Science Center originally used the pCOS real-
time operating system (RTOS). Later releases of the support software used eCOS, an open-
source RTOS maintained at RedHat, Inc. The software release supplied a Hardware Abstraction
Layer (HAL), a set of libraries with standard interfaces to the hardware resources of the system
including the radio and sensor boards. The Rockwell-proprietary radio board shown in Figure 2
(right) transmits and receives in the 900 MHz ISM band at up to a 100kb/s data rate with a
maximum range of approximately 25 meters outdoors. The transmit output power is adjustable.
A number of media access control (MAC) mechanisms were supported by the HIDRA platform,
including Time Division Multiplex Access (TDMA) and Collision Sense/Detect Multiple Access
(CSMA/CDMA) protocol. In Figure 3 (left), the analog sensor board has five channels with 12-
bit resolution. Three are high speed (60KSPS) and two are low speed (<2KSPS). The three
channels are multiplexed with variable gains of 1x, 2x, 5.02x, 10.09x, and 20.12x. The other two
have individual inputs with variable gains of 10x, 43.32x, 30x, 36.68x, and 49.98x. The
selectable gains are tuned to specific sensors that RSC uses for this platform, such as
microphones, geophones, and magnetometers. Finally, the power board Figure 3 (right)
generates regulated 1.5V and 3.3V supplies from two 9V batteries or a DC adapter. The power
board also provides separate analog voltage lines for the radio and sensor modules.

2.1.1 HIDRA Power Instrumentation

Run-time monitoring of the HIDRA node-
level power consumption was made possible by the
development of a power instrumentation board
shown in Figure 4. This board was intended to be
small and inexpensive enough to power-instrument
a large number of sensor nodes in the field. The
power measurement for the entire node was
accomplished by using a low ohm value current
sensing resistor in conjunction with a Burr-Brown
INA138 High-Side measurement current shunt
monitor. The input from this device is connected Figure 4: Power Instrumentation Board
to one of four analog inputs of a PIC16C715 8-bit
microcontroller, running at 20 MHz. Other GPIOs of the microcontroller were tied to GP10s of
the SA1100 processor. These control pins were used start and stop sampling windows from the
application software. The externally powered instrumentation board consumed 15uA typical at
5V. For data logging purposes, the microcontroller interfaced with the serial port of a laptop or
PDA. This instrumentation board was first used in a field text experiment at the SITEX01
experiment funded by the DARPA SensIT program.

A module-level instrumentation concept introduced in our proposal was to design a
power isolation board intended to transparently plug between boards in the stack. In addition to
monitoring power, the instrumentation board would have instrumented bus transactions on the
connectors between modules to correlate power consumption within very small time windows.
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Figure 5: Module Isolation Concept

For example, a packet sent from the processor to the radio
could trigger power logging. Figure 5 shows the isolation
board concept. However, this approach turned out to be
impractical. Unfortunately, the HIDRA connector stack was
not symmetric from module to module, so a custom isolation
board would have to have been developed for each module
under test. The development manpower was determined to
outweigh the benefits. Instead, the HiDRA subsystem
analysis was performed by physically removing modules.
First, the baseline application was executed on the processor
entirely alone with interactions with the sensor and radio
modules bypassed in the code. The serial channels to these
modules were driven to include data transfer time in the
analysis, but errors when communicating to the missing
modules were ignored. Second, the processor and sensor

modules were measured together with the radio transactions commented out. Third, the sensor
module was removed and the radio was added with sensor module transactions commented out.
Finally, the measurement process was repeated for the entire stack including processor, radio,
and sensor. The analysis results are provided in the following section.

2.1.2 HiDRA Instrumentation Results

The power measurements of the HiDRA platform in various operational modes are given
in Table 1. Further detailed measurements of power consumption on the hardware are provided
with the Line of Bearing algorithms discussion in Section 3.4. For this experiment, the processor
was operating at 59 MHz, which is the minimum operating frequency. The application
continuously transmitted and received packets over the radio. Although the SA1100 processor

has a sleep mode, this mode wasn’t
available in the hardware abstraction
layer libraries provided by Rockwell.
Even if available, the processor sleep
mode isn’t relevant because neither
the radio nor the sensor will operate
without the processor active in this
architecture. As shown, the average
processor power in this experiment
was 360mW. In this test, the sensor
module had a single seismic sensor.
Compared to the other modules, the
sensor module is inexpensive in terms
of power at 23.3mW. The radio has
the widest dynamic power range. In
receive mode, the radio module
consumes 391.6mW. The transmit
mode varies from 410.5mW at the
lowest amplification to 720.5mW at
the highest.

Processor Seismic Sensor Radio Power (mW)
Active On Rx 751.6
Active On Idle 727.5
Active On Sleep 416.3
Active On Removed 383.3
Active Removed Removed 360.0
Active On Tx (36.3 mW) 1080.5
Tx (27.5 mW) 1033.3
Tx (19.1 mW) 986.0
Tx (13.8 mW) 942.6
Tx (10.0 mW) 910.9
Tx (3.47 mW) 815.5
Tx (2.51 mW) 807.5
Tx (1.78 mW) 799.5
Tx (1.32 mW) 791.5
Tx (0.955 mW) 787.5
Tx (0.437 mW) 775.5
Tx (0.302 mW) 773.9
Tx (0.229 mW) 772.7
Tx (0.158 mW) 771.5

Table 1: HIDRA Power Breakdown



This hardware power utilization analysis yielded in a number of interesting observations
from a systems architecture point of view:

The transmit-to-receive power ratio ranges from 1:1 to 2:1. So, receive tends to dominate
total communications power if not managed intelligently. There is a natural
power/performance tradeoff between latency, hop count, and duty cycle in time-division-
multiplex-access TDMA communications systems (a traditional way to duty-cycle receivers).
A very low power wake-up receiver could have a significant power/performance impact even
if the wake-up transmitter was highly inefficient.

Approximately 50% of the receive power in the HiDRA platform is consumed by the
processor. The processor is mostly idling in this operation mode and is wasting power. A
communications subsystem engineered for power awareness should contain sufficient
computational resources to forward packets directly without host processor intervention. The
host processor can wake up periodically to update routing tables (see Figure 6).
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Figure 6: Power Aware Communication Subsystem

Similarly, the processor consumes approximately 90% of the power when sampling the
geophone. It is mostly idling in this mode and is wasting power. A sensor subsystem
engineered for power awareness should have sufficient computation resources to perform the
real-time aspects of data acquisition and storage, data filtering, and possibly basic signal
detection or threshold functions to trigger the main CPU. The main processor can sleep and
either wakeup on a schedule or by a positive threshold event to processes a data buffer.

These systems analyses and observations clearly indicated that improved power management
was possible in a microsensor platform. Even with relatively simple changes to we could save
up to 50% or 90% in certain operational modes. The power aware microsensor architecture
concept is described in Section 2.2.

2.2 Power Aware Microsensor Architecture

The power aware microsensor concept developed under this effort centered on the idea
that a distributed “system-of-systems” architecture was a better choice for efficient power
utilization. The traditional CPU-centric methodology for designing embedded systems, although
it used fewer components, introduced unforeseen power consumption overhead because of the
mismatch of high computational resources (a single embedded CPU) and low computational load
in the most common operational modes (receiving and sensor monitoring). The modular
hardware approach exhibited physically in the HYDRA platform was good, but it did not extend
to power management. In order to significantly save power in a microsensor stack, the non-
essential modules (for a specific operational mode) need to be in very deep sleep, or preferably,
electrically disconnected from the power supply to avoid power leakage. In addition, the



HYDRA platform had no way for the software to detect what modules were present in the stack
or what their operational modes were. Furthermore, the data connections in the HYDRA stack
were statically defined. In order for the radio and the sensor to interact, the processor needed to
be awake to broker the communication, even though it would be perfectly possible to have two
microcontrollers communicate serially. A better approach would be to allow the modules to
communicate independent of a central processor. Finally, some stack configurations have been
contemplated that don’t require a full-sized CPU for any mode of operation. It should be
possible to build a node without a main processor. This modular power aware microsensor
concept is detailed in Figure 7.

s Family of Interchangeable Modules
O Processor, Sensor, Radio, and Power.

s Mix and Match
O Auto-reconfigurable through software discovery.

m Mission Scalable
O 60-pin modules have C guwer control bus and six

m Tracker/imager
O Radio Module

switched serial channels (2xSPI, 2xI2C, &2xUART), B EowsgEalter
0 180-pin modules add essor bus, (2) compact flash, O Sensor + DSP
USB master/slave, LCD, and various GPIOs, o FPGA/Imager

O Embedded Processor
O Compact Flash

m Acoustic Tripwire
O Radio Module

= Radio Relay O Sensor + DSP
O Radio O Power/Battery

O Power/Solar

Figure 7: Modular Power Aware Microsensor

2.2.1 Implementation Goals

Implementation of a modular power aware microsensor platform as shown in Figure 7
involves compromises that balance design complexity, system flexibility, connectors and device
counts, power consumption, and performance. The engineering research team debated these
system-design trade-offs and arrived at a reference platform implementation that best met the
requirements and system constraints. A summary of the main issues is provided:

The primary CPU in the stack should run Linux. Since most of the hard real-time signal
processing would be relegated to DSPs and microcontrollers on the sensor and radio
modules, the processor could afford to migrate to a robust operating system. Memory
density and processor performance has advanced sufficiently to make this feasible in terms of
size and power. The ISI team was involved in the development of embedded Linux for iPAQ
PDAs and realizes the benefits of this immense library of software for embedded devices.

The main CPU in the stack should support commodity high-speed peripheral interfaces.
Given the PDA and camera markets as technology drivers, Compact Flash (CF) and USB
interfaces were placed high on the priority list. This would enable rapid prototyping with
off-the-shelf hardware (cameras, microdrives, 802.11 radios, etc.) and off-the-internet device
drivers. One of the frustrations of working with the HYDRA platform was the single serial



port to the outside world and dependence of building custom hardware and writing custom
software for any new device.

The main CPU (or the power-hungry part of any module for that matter) should be able to be
switched off at the connector to minimize power leakage when not being used. Modules
should support a range of power modes from fully off to fully on. Ideally, a module should
manage its own power state in response to its load and schedule.

Each module should support data interfaces appropriate to their bandwidth and power
requirements. Standardizing on a common network fabric standard for all modules was
considered, but this would have introduced considerable power overhead for the network
interface device. Most microcontrollers, processors, and DSPs have dedicated hardware for
serial interfaces (UART, SPI, and 12C) and some parallel interfaces (memory bus and
cardbus). Since most of these interfaces are point-to-point, the serial connections between
modules should be capable of being dynamically switched.

Modules should support software discovery and collaborate to manage power and data
connections. This led to the decision to incorporate a small microcontroller on each module
to act as a power controller. The power controllers communicate with each other over multi-
master 2-wire 12C. They provide a low-power control network for the modules over 12C,
manage the power switch to the module, and manage the switch fabric for the serial channels.
A conceptual diagram of the “system of systems” approach is shown in Figure 8.
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Figure 8: Distributed "System of Systems" Architecture

Initial design of the physical implementation of this power aware microsensor architecture
started under PADS, but then transitioned to the DARPA PAC/C Phase Il program under the 1SI-
led Power Aware Sensing Tracking and Analysis (PASTA) effort. The design goal was to build
a compact stack of interchangeable boards (processor modules, radio modules, and sensor
modules) that could expose the maximum number of hardware power “knobs” to software
control. A family of modules would be developed to explore different aspects of power
management in embedded systems. The physical dimensions selected were deliberately
aggressive. The board footprint was just large enough for the stack connector, and a Compact
Flash (CF) socket. The other boards developed would adhere to this footprint. A 180-pin stack
connector was selected to accommodate a parallel memory bus and several serial channels. A
60-pin connector in the same family was plug-compatible with the 180, so the connector
standard was subdivided into a 60-pin region for serial channels and a 120-pin region for the
parallel busses. The 60-pin region 48 pins allocated to six 8-bit “serial” channels. Two each of
the channels were designated as 12C, UART, and SPIl. However, the 8-pins per channel could be
used for any purpose. The core 60-pin region also contains the 12C control network for the



power microcontrollers, power pins, and some miscellaneous control pins. Where the 60-pin
connector is rigidly standardized for any module, the processor module defines the allocation of
the 120-pin “parallel bus”. As shown in Figure 9, in the UP direction from the processor card, the
pins are allocated to the processor memory bus, LCD panel, USB Master and Slave, MMC/SD
card interface, and audio CODEC. In the DOWN direction relative to the processor, the pins are
allocated as two Compact Flash ports and some debug pins.
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Figure 9: Module Stack Pin Allocation

Figure 10 shows the power microcontroller and how the processor module is wired to the
serial channels. The module power microcontroller has an 12C (I1C) control network interface
along with clock and reset pins. The regulated 3V power pins supply power to the power
microcontroller, but the remainder of the module resides behind a power switch. The six serial
channels are wired to native interfaces of the PXA250 processor. Bus isolation switches have
been added so that the microcontroller can disconnect the module when a channel isn’t being
used, such as when the module is powered down.
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Figure 10: Example PXA25x Module

Other modules in the stack are wired in a similar fashion. A channel can be “allocated” by the
power microcontrollers by turning on switches on the two communicating modules. The two
module devices can then interact directly using their own protocol (SPI, UART, etc.). This
arrangement introduces a minimum number of extra components yet enables dynamic channel



allocation. It also allows individual modules to be completely disconnected from the power
supply (except for the very low overhead of a power microcontroller and the isolation switches).

2.2.2 Implementation Results

The processor selected for this effort is the Intel PXA25x™ XScale family of embedded
processors commonly used in cell phones and personal digital assistants. It is a 32-bit
StrongARM™ instruction set architecture device that operates between 100MHz and 400MHz.
As with the StrongARM, floating point support is emulated in software. The processor supports
dynamic core voltage scaling from 0.95V to 1.5V. The processor module includes 32MB of
Flash and 64MB of Mobile SDRAM. The SDRAM has a programmable number of refresh banks
to save power while in sleep mode. The module also includes the Intel SA1111 peripheral co-
processor for USB Master support, two Compact Flash ports, and other peripheral interfaces.
Figure 11 shows the power breakdown for the PXA250 processor module. The outer graph
shows a dynamic operational power range from 100MHz idling at 200mW to full utilization at
400MHz with 100% memory accesses at about 1.5W. The middle graph shows power
dissipation between 2mW and 7mW depending on the amount of SDRAM that is refreshed. The
inner graph shows about a 0.1mW power overhead for the power microcontroller and associated
switches. This analysis demonstrates that power “knobs” with a wide dynamic range can be
added to a microsensor system without dramatically changing the basic architecture
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Figure 11: PXA25x Power Breakdown by Mode

2.2.3 Phase 2 Status Update

The follow-on Phase 2 PASTA effort has undertaken construction of this microsensor
and is validating the results in laboratory and field experiments. A brief summary of the node
development status from the PASTA effort is given here because it shows a reduction to practice
of the concepts developed under the PADS project. Figure 12 shows the PASTA power aware
microsensor. By the end of the PADS project (August 2003), ISI had developed the PXA255



processor module, a four-channel analog-to-digital-converter (ADC) module, a Compact Flash
adapter module, and a power/interface board (not shown).

m Intel PXA255 Processor Module
O 100-400MHz, 0.95V-1L.5V core
O Support for (2) Compact Flash modules.
O 64MB Mobile SDRAM, 32MB FLASH.
O Onboard power controller.

m Compact Flash Adapter Module

m Four Channel ADC Module
O Up to 200ksps streaming, 100ksps buffered.
O Programmable gain control and variable-cutoff AA filter.
0 Cygnal C8051F125 8-bit microcontroller @ 0-100MHz.

Figure 12: PASTA Power Aware Microsensor

Figure 13 demonstrates how the switched serial channels (SPI in this case) are used to route data
from the ADC module to the PXA255 module. In the PASTA June 2003 experiment, the ADC

module operated continuously while the processor slept about 97% of the time.
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Figure 13: PASTA Experimentation Results, June 2003
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2.3 RSC Power Aware FPGA Radio

The purpose of this report is to explain the development of a reconfigurable, flexible,
spread spectrum modem as part of a power-aware computing and communication system
(PAC/C) requested by ISI for the PAC/C community. The major requirement for such a device is
to be able to dynamically adapt communication processing during runtime according to varying
external conditions. Provide reconfiguration controls to middleware for power aware protocol,
allowing reconfiguration not only at the lower physical layers, but also at the higher layers, such
as link and network. The task presented to Rockwell Scientific to design an energy efficient,
dynamically reconfigurable spread spectrum modem is quite complex without a hardware
platform being defined. In order to be able to complete this task Rockwell Scientific proposed a
parallel path of action. The development of the required modem optimized for an intermediate
testbed platform in parallel to the work in progress of the PAC/C community to define the
hardware platform. A modem with the dynamic reconfiguration capabilities with well-specified
knobs, and architecture optimization for energy efficiency has been developed, tested and
debugged in this testbed platform. The designed modem specifications are shown in Table 2.

Table 2: PAC/C Spread Spectrum Modem Specifications

Type of data modulation DBPSK, DQPSK

Spreading User selectable spreading with 0dB, 11.7dB, 14.9dB,
18.0dB and 21dB processing gain.

Data rates User selectable from 2.1Mbps for 0dB processing to
8.4Kbps for 21dB processing gain.

PN sequences Maximum Selectable Length of 15, 31, 63, 127 phases.

Overhead length (preamble + 78 bits with DBPSK encoding, scrambling and 11.7dB

configuration) processing gain. 1103.7us.

Payload length Selectable from 1 Byte to 256 Bytes.

Scrambler Selectable ON or OFF.

Interleaver Selectable ON or OFF.

Input clock frequency 25.6 MHz.

Chipping frequency 1.067 MHz.

Number of samples per chip 4 samples per chip

(Receiver mode)

Sample frequency (RX mode) 4.27 MHz.

According to the requirements, the modem should provide different configuration modes,
which can be set by externally selecting from a set of clearly defined knobs. The modem should
be re-configurable for variable data rates, processing gains, selectable modulation and
demodulation schemes. The set of knobs available to the user are displayed in Table 3. Where
data rates are selected by a combination of different knobs.

Table 3: Available Radio Knobs

Processing Gain 0dB, 11dB, 15dB, 18dB and 21dB
Scrambler ON/OFF

Interleaver ON/OFF
Modulation/Demodulation DBPSK/DQPSK

Payload Length From 1 Byte to 256Bytes (2.048Kb)
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| Data Rate | Selected by processing gain and modulation scheme.

The test platform implemented by Rockwell Scientific consists of a board with all the
elements necessary to perform testing and debugging without a form factor in mind. This
platform allowed us to make architectural optimizations, leaving hardware dependent
optimization for later development once the final target platforms has been defined. At that, point
hardware dependent parameters can be optimized without major architectural changes. The
characteristics of the test platform are depicted in Table 4.

Table 4: Testbed Platform Characteristics

Type of FPGA Virtex-E from Xilinx (XCV1600E)
Number of gates 1,600,000

Clock frequency 25.6 MHz

Processor SA-1110

Processor — FPGA interface | Memory mapped

SRAM 2 MB

FLASH 16 MB

EEPROM 3 x XC18V04 (Xilinx). 12Mb

2.3.1 Modem configuration

The major requirement for this project is to have a highly dynamically reconfigurable
modem. The configuration for each transmission can be changed according to the current
channel conditions or user needs. The modem configuration is performed by two different
methods. The transmitter is directly configured by the controlling unit, in the test bed case the
SA-1110. The receiver is dynamically configured with the data being received through the
channel. The receiver extracts the reconfiguration parameters and once the data has been found
error free, the receiver modem dynamically re-configures itself for reception with those
configuration parameters.

2.3.1.1 Configuration parameters

The configuration parameters allow the user to adapt the transmission to get the
maximum throughput, maximum reliability for the conditions of the channel, or maximum
energy savings for the transmission. Two encoding/decoding methods can be selected
Differential Binary Phase Shift Keying (DBPSK) or Differential Quadrature Phase Shift Keying
(DQPSK). Section 2.3.3 explains the choice of these two encoding schemes rather than using
higher density PSK signals. Processing gain can be adjusted depending on the channel conditions
and desired energy consumption. Higher processing gain allows transmission across hostile
channels trading off data rate as well as energy consumption. Combining different methods of
encoding and decoding as well as processing gains we indirectly select among different data
rates. For added security a scrambler/de-scrambler can be turned on or off. An interleaver has
been implemented which can be turned on or off to allow the spreading of burst errors to allow
error correction schemes to be more efficient.

2.3.1.2 Packet format

The Phy layer packet format is defined to work with the MAC management entity. Each packet
transmission has to go through code acquisition, and bit synchronization. This structure makes
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the modem ideal for burst type networks. Each packet contains a preamble, a configuration
header and a payload of data. The preamble as well as the header is spread with a 15-length
maximum length (ML) PN sequence, scrambled and DBPSK encoded.

Preamble Header Payload
- ~ J v o ~— ——— __
30 bits 48 bits Variable number of bits (programmable)

Figure 14: Packet Format

2.3.1.2.1 Preamble

The preamble is divided in two parts, synchronization (SYNC) and delimiter fields. It
serves two purposes, code acquisition (SYNC) and bit synchronization (delimiter). The SYNC
portion of the packet consists of 14 scrambled “0” bits. This field is provided so the receiver can
perform the necessary operations for code acquisition. The receiver searches for the phase of the
received PN sequence, and once acquisition is successfully performed, both received and the
locally generated codes are phase aligned allowing data demodulation. The delimiter field is
used to indicate the receiver modem start of the Header, the bit synchronization function. The
delimiter consists of a 16-bit field [1111 0011 1010 0000], where the LSB is transmitted right
after the end of the SYNC field.

Preamble Header Payload

e [

Preamble (sync) Delimiter
14-bits “0” “1111 0011 1010 0000™

A
v

424.5 us
Figure 15: Preamble Format

2.3.1.2.2 Header

The header contains configuration parameters for the transmission of the payload. This
field is extracted by the receiver, which then reconfigures the demodulator. The header is
composed of 32 scrambled; CRC protected, DBPSK encoded bits, and spread with a ML PN
sequence of length 15 chips/bit. The header is divided into four fields; signal, service, length and
a CCITT CRC-16 frame check sequence.
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Preamble Header Payload
Signal Service Length CRC-16
8 bits 8 bits 16 bits 16 bits
679.2 us "

Figure 16: Header Packet Format

2.3.1.2.3 Signal field
The signal field consists of 8 bits, which contain the PN code to be used for the spreading
of the payload. The CRC-16 protection starts with the first bit of the signal field.

1. X’83 (msb to Isb) for no spreading 1-chip/bit (0dB processing gain).

2. X’98 (msb to Isb) for 15-chips/bit spreading (11.7dB processing gain).
3. X’94 (msb to Isb) for 31-chips/bit spreading (14.9dB processing gain).
4. X’86 (msb to Isb) for 63-chips/bit spreading (18.0dB processing gain).
5. X’83 (msb to Isb) for 127-chips/bit spreading (21.0dB processing gain).

2.3.1.2.4 Service Field

Service field consists of 8 bits, containing information about the spreading length, type of
encoding used, scrambler, and interleaver states. From the information in this field we can
extract the data rate used for the payload as shown in Table 6.

Table 5: SERVICE Field Definitions

b7 b6 bS b4 b3 b2 bl b0
No 15 cpb 31 cpb 63 cpb 127 cpb | Interleaver | Scrambler | Encoding
spreading | spreading | spreading | spreading | spreading
I=enable | l=enable | 1=enable | 1=enable | l=enable |0 = OFF 0=OFF | 0=DBPSK
O=disable | O=enable | O=disable | O=disable | O=disable | 1 = ON 1 =0ON 1=DQPSK

When no spreading is selected a ML PN-sequence of length 127 is generated and mixed
with the data at a 1-chip/bit rate. This serves as an extra security measure by scrambling the data
with the PN sequence.

2.3.1.2.5 Length field

The length field is composed of 16 bits. This field is used to indicate to the receiver
modem the size of the payload. This field is divided into two Bytes. The second Byte (bits 8 to
15) is reserved for future expansion. The first Byte contains the number of Bytes used for the
payload. This number can be programmed from 0 to 255. The maximum payload size is 256
Bytes (2.048kbits), and the minimum payload size is 1 Byte (8 bits).

2.3.1.2.6 CCITT CRC-16 field
The CRC-16 field protects the signal, service and length fields from errors occurring
during the transmission. The protection is implemented by the polynomial
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X+ x2 4+ x°+1
The protection starts with the first transmitted bit of the Signal field and ends with the last

transmitted bit of the length field. Once the length field has been transmitted, the computed CRC
code is appended to the packet.

2.3.1.2.7 Payload

The payload contains the encoded, spread, interleaved and scrambled data sent by the
processor according to the header field. The length of the field depends on all the configuration
parameters described in Section 2.3.1.2.2. Using the different combinations the following data
rates can be achieved.

Table 6: Available Payload Data Rates

Spreading 1 chip/bit 15 chips/bit | 31 chips/bit | 63 chips/bit | 127 chips/bit
DBPSK 1.06 Mbps 71.1 Kbps 34.4 Kbps 16.9 Kbps 8.4 Kbps
DQPSK 2.13 Mbps 142.2 Kbps 68.8 Kbps 33.8 Kbps 16.8 Kbps

2.3.2 PAC/C modem architecture

This chapter provides specific information regarding the modem architecture. First a
description of the overall modem characteristics will be presented. Later a detailed description of
major individual blocks is provided. The modem is divided into major functionality blocks;
transmitter, acquisition and demodulation. The most complex block is the receiver, thus the
report is focused in the receiver architecture.

2.3.2.1 Modem overview

The purpose of the modem is to process data in order to successfully transmit it via a
wireless channel. In order to provide the most flexibility the configuration parameters are
embedded in the transmission packet. The use of embedded configuration data allows change of
parameters without previous exchange of these parameters, thus reducing the network overhead,
and energy consumption. This scheme assumes the transmitter entity has knowledge of the
conditions of the channel, thus it makes the appropriate decision on what parameters to use for
maximum efficiency in terms of throughput, lower energy consumption, etc. The entire modem
is implemented as a state machine. The three major states are transmit, acquisition, and
demodulation. Within these blocks sub-state machines are implemented. For instance in the
acquisition block, code acquisition, bit synchronization and code extraction sub-states are
implemented. The division of the entire modem into different states allows implementation that
maximizes the energy consumption efficiency. For example the state is to receive and sub-state
to bit synchronize. The transmitter, code acquisition, configuration extraction and data
demodulation blocks are disabled, thus not consuming any energy due to switching signals.

2.3.2.2 Transmitter part of the modem

The functional diagram of the transmitter portion of the modem is shown in Figure 17. At
the beginning of the time slot the preamble is generated according to the configuration
parameters programmed by the processor. This preamble consists of the sync, delimiter and
header, as shown in section 2.3.1.2. The sync sequence is generated by scrambling and DBPSK
encoding “0” bits. The length of this Sync sequence is 14 bits, which are spread at a rate of 15
chips/bit. This sequence of bits is intended to provide the receiver modem with the information
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to process and perform code acquisition. Immediately following the Sync sequence the
transmitter sends the delimiter [1111 0011 1010 0000] LSB to MSB. The delimiter provides bit
synchronization, which signals the boundary between the preamble and the configuration data
(header).

Sync/ S bl ':‘
header |_yp| >Scrambler | o} DBPSK
generator Encoder >
04
Interleaver
Scrambler DBPSK
Encoder
A
TX
Data
A DQPSK
Parallel- Encoder
Serial

Figure 17: Functional Diagram of Transmitter Portion of the Modem

The values for the signal and service fields are read from the modem-processor interface,
and directly encapsulated into the header field. The CRC-16 is dynamically computed as the bits
for the header are transmitted. Once the last bit of the service field has been transmitted, the
CRC-16 code is appended to the transmission as part of the header.

Figure 17 shows two independent paths for transmission, on top the preamble and header
data paths, and on the bottom the payload data path. Each of these paths uses independent PN
sequence generators. The top generator is used for the spreading of the preamble and header. It
uses a maximal length (ML) PN sequence of length 15, with polynomial coefficients [001 1000]
and initial state [111 1111]. The payload data PN generator is used for the payload spreading,
the code for the polynomial used is transferred in the signal field, and the initial state is [111
1111].

The payload data transmission path in Figure 17 shows clearly the different configuration
paths according to the configuration parameters selected. Before the transmitter is enabled, the
processor loads the entire payload data into the Interleaver unit or parallel to serial unit. These
units consist of a series of RAM blocks. Once the data has been loaded, the modem is placed into
transmission mode. When the interleaver is enabled, and once the preamble has been sent, the
modem will read the data by columns as shown in section 2.3.2.2.1. When the interleaver is
disabled, the data will be read directly from the RAM blocks in parallel format and converted to
serial format as shown in section 2.3.2.2.2.

The scrambler processes the data in a serial one-bit manner. The data scrambler initial
state is [110 1100], and its architecture is shown in section 2.3.2.2.3. The outcome of this process
is a serial bit output, which is encoded by either of the PSK encoders following the procedure
described in section 2.3.3. After the encoder the data has already been processed and it is ready
for spreading with the PN sequence. The PN sequence generator structure is shown in section
2.3.2.2.4, which for the payload data uses a variable length. The mixing (spreading) function is
implemented by XOR-ing (modulo two addition) of the encoded data, and the PN sequence.
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The output of the transmitter is selected between the two described paths. When the
transmitter is in the preamble and header transmission state, the top path is selected for ITX and
QTX. Following the transmission of the header the payload data path is selected.

2.3.2.2.1 Interleaver unit

The interleaver unit is a data communication technique used to distribute burst type
errors. The interleaver re-arranges the order in which the data is transmitted. Interleaving
techniques randomize and spread the location of burst errors. This spread of burst errors,
combined with error correction techniques provides better results for data correction.

——
Row 0 7lels|alz]2]1]o0 5432|1|o|
Row 1 7!65432 5432|1|o|
Rowizr | 7fe|sf4aaf2]1fo| [7]efs[a]a[2]1]o]

Bank 0 Bank 1

Figure 18: Interleaver row wise Byte write operation.

The interleaver unit reads data in parallel (8-bit wide) format directly from the processor.
The data is preloaded into the interleaver RAM one Byte at the time (Figure 18). Once all the
data has been preloaded, the modem is ready to be placed in transmission mode. Before the
modem is done transmitting the header, four bits from the interleaver will be preloaded into the
transmitter portion of the modem. These bits are used to pre-compute the DQPSK, and
scrambling of the data. These two blocks have a throughput of 1 bit per cycle, but also a latency
of four cycles, thus the need to pre-compute four bits. At the same instant the transmitter finishes
sending the header, the data path will be activated. The first bit transmitted is the first pre-
computed bit, and followed by new readings from then interleaver. The modem reads the data by
columns one bit at the time as shown in Figure 19.

L1] [ 1] [

Row 0 7[6/5/43210 7/654321[0

Row 1 716 P|4]3]2|1][0 161514 |32]1])p

Row1277lfi#432i(o/ 7[65432][0
Bank 0 // Bankl/

v v v A\ v v

Figure 19: Interleaver column wise bit read operation.

RAM banks are used for the implementation of the interleaver. Each of the blocks has an
8-bit wide data with a depth of 128 addresses. The first bank corresponds to the even Bytes and
the second bank to the odd Bytes.
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2.3.2.2.2 Parallel to serial unit

The parallel to serial unit converts the Byte format of the processor-modem interface into
the serial input the modem requires. This interface is enabled when the interleaver is turned off.
The implementation of this unit uses a single RAM bank with 8-bit wide data and 256 addresses
in depth. In this case the data is read as it was written, sequentially by rows, one Byte at a time.
Each Byte is loaded into a parallel shift register, and once the modem sends the command to read
data, the shift register flushes serially bits out until emptied. These operations are continuously
performed until all the data has been transmitted.

2.3.2.2.3 Scrambler

Two transmitter scramblers are implemented using the same polynomial (G (z)=z"+z’
“+1). In order to completely define the initial state of the data scrambler, two of these units are
implemented. The feed through configuration of the scrambler and de-scrambler is self-
synchronizing; nevertheless the initial state of the scrambler is set to [001 1011]. Figure 20
shows the scrambler architecture where each delay element (z*) is implemented with registers.

» Serial Data Out

-1 52 53 —-4 5 56 —-7
Serial Data In TN AN AN AN AN

Figure 20: Scrambler Implementation

2.3.2.2.4 PN sequence generator

The structure of the PN sequence generator is the same regardless of the sequence being
generated. The sequence generated is a function of the code and initial state being programmed.
The code selects the feedback paths, and the initial state is loaded into the delay elements. The
output of the generator is a single bit, which changes each consecutive clock cycle, and it is
illustrated in Figure 21.

cde(5) ode(4) de(3) de(2) ode(l} de(D}

1 HD1 HEy DA

N 2 N N
Eﬂi%:l Enﬁ )| rh;&é) En’lt(-d—]l |1_nit[’2.j |_In'1t( 13 |_1nit[0)

Figure 21: Maximum Length PN sequence generator (15 to 127 chips)

<]

2.3.2.3 Receiver part of the modem

The receiver part of the modem performs the most complex operations. The receiver is
divided into two major blocks, acquisition and demodulation. The main purpose of acquisition is
to provide code and bit synchronization as well as extraction of the configuration parameters.
The demodulation block main purpose is to process the incoming data stream and recover the
transmitted data with the extracted configuration parameters.
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2.3.2.3.1 Acquisition overview

The acquisition block is divided into three different sequential states; code acquisition, bit
synchronization, and configuration data extraction. By processing the preamble, which contains
the Sync sequence and the Delimiter, code acquisition and bit synchronization are performed.
The incoming data stream is first dispread with the chipping sequence of length 15, decoded with
DBPSK, and de-scrambled. Code acquisition provides synchronization between the received
spread spectrum signal, and the receiver’s local PN sequence. Once code acquisition has
finished successfully, the exact phase of the received sequence is known, and data dispreading is
possible. In order to reduce overhead, fast acquisition is required. For this purpose dispreading is
implemented with matched filters. Bit synchronization is required to determine the starting
position of the received bits. In order to dispread correctly the incoming data stream, accurate
knowledge of the bit position is required. For this modem data aided bit synchronization is used.
The delimiter, known data pattern on the receiver side, is used to flag the starting position of he
header.

2.3.2.3.2 Code acquisition

Code acquisition is performed by processing the Sync portion of the preamble. There are
two methods of processing an incoming PN sequence to find the correct phase, in parallel or
serially. There are benefits and drawbacks to either method, but in regards to energy savings
there is no considerable difference on the average.

Serial processing is performed using serial correlators, which are low complexity units
with small area implementation cost. On the other hand serial correlators might need to process
long packets until the right phase is acquired. Parallel processing is a high complexity block,
which requires a large area for implementation. The major benefit for parallel processing is that
it only requires a few repetitions of the code in order to find the correct phase.

The architecture selected for code acquisition is a matched filter (MF), which is an
implementation of a parallel processing block. The output of the MF is the cross-correlation
function between this filter impulse response and the incoming data stream. The filter impulse
response is optimized to the transmitted PN sequence. The incoming data stream is a mixture of
the transmitted sequence, noise and interferences existing in the channel. The output
characteristic of the MF is a flat low energy signal, with a high cross-correlation peak when the
desired phase of the sequence is found. Taking into account the major benefit of the MF is the
reduction of the overhead, similar energy consumption as the serial counterpart, and the
availability of area for implementation this option is the optimum for this application.

Matched MFT out
Filter /

b _ .| Peak _ Assign
7 | Search | Peak Position |~

[: 2
9 6
Matched
Q> A Fillr A 2
:

8 Lock €— Consecutive
Threshold peak position |4 |
False comparison
Lock

Figure 22: Code Acquisition Portion of the Acquisition Block
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The inputs for the code acquisition block are | and Q signals represented by 2 bits, 4
times over sampled (4.27Msps), with two’s complement representation. The MF output is
represented by a two’s complement 8 bit wide signal. Both | and Q MF output energy signals are
then combined and used to search for correlation peaks. The search of a correlation peak is
implemented by comparing the output energy of the matched filter to a predetermined threshold.
Once a peak has been detected, a position is assigned to this peak. The code acquisition block
will search for the next peak at the same position (plus or minus one) as the first peak. The peak
position might vary slightly due to the presence of noise in the channel, thus the peak search is
expanded from the first peak position +1.

The position tracking is implemented by a modulo 60 counter. The acquisition PN
sequence has a length of 15 chips/bit, and the receiver takes 4 samples/chip. Thus the total
number of samples in one entire PN sequence repetitions is 60. This counter is clocked at the
sampling rate (4.27MHz). Three consecutive peaks are necessary in order to declare code
acquisition, which is signaled by the high state of the lock signal. If three consecutive peaks are
not found, false lock is declared. When false lock occurs the code acquisition is reset and returns
to the initial peak search state. The code acquisition algorithm is depicted in Figure 23.

Search for 1% peak (pk)

i V - Reset Acq
Assign position P; to

1% pk (1 to 60)

False Lock

False Lock
alse Loc Pctr=P,x1
Check K found?
FLC,=1 pitound:
FLézZO
Pctr=P,x1
FLCs=1 pk found?

FLC3:0

Figure 23: Code Acquisition Algorithm

As soon as the code acquisition lock has been declared, the acquisition PN sequence
generator is enabled. The resulting PN sequence is in-phase with the received | and Q sequences,
thus allowing data demodulation. The MF and code acquisition logic are placed in disable mode,
and serial correlators are enabled to process the incoming data for dispreading replacing the MF.

2.3.2.3.3 Bit synchronization

Bit synchronization starts by enabling the | and Q serial correlators. These correlators
take the two bit wide, two’s complement input samples, and the PN sequence to dispread the
data. The dispread energy signal is an 8-bit value, which is first truncated to 1 bit by making a
hard decision. This bit is then sent for decoding to the DBPSK unit, which outputs a bit to be de-
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scrambled. The inputs to the serial correlator arrive at the sampling rate (4.27Msps), and the
outputs are processed at the bit rate for the preamble and header (66.67Ksps).
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: : 2 Fllter 8 I: | 4 MHz
C— Mixed (4Mhz/66KHz)
L1 66.67KHz
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CRC |«
Acq PN I

demod PN <]
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Serial Service <€— PLCP |
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Correlato config OK Detection

demod EN <

Figure 24: Bit Synchronization and Code Acquisition Blocks

The acquisition block performs bit synchronization by searching for the pre-assigned
delimiter pattern [1111 0011 1010 0000]. The search is performed on the dispread, DBPSK
decoded, and de-scrambled received bits. All received bits are entered into a 16 bit wide FIFO,
which compares each single bit to the delimited pattern. Once all the bits have been positively
matched bit synchronization is declared, and the delimiter search state commences.

2.3.2.3.4 Receiver configuration

As soon as the delimiter has been found, the following incoming bits are stored in the
header FIFO. The first 8 bits are assigned to the signal field, the next following 8 bits to the
service field and the final 16 bits to the length field. The CRC block is enabled as soon as bit
synchronization has been achieved, and all bits entering the header FIFO are also sent to the
CRC block for processing. Once the signal, service and length fields have been received, the
receiver part of the modem is configured with those parameters. At the same instant the last bit
of the CRC code is received, the data demodulation block is enabled. At this point the
configuration parameters correctness are uncertain. The CRC needs one more clock cycle (at the
header data rate 66.67KHz) to finish the computation and validate the header. In the mean time
the payload data is received and demodulated. Once the CRC has finished the computation two
lines of action are possible. If the CRC check is positive, configuration OK signal switches to
high state and the demodulation process keeps active. If the CRC check is negative, the
demodulator is disabled, false acquisition is declared, and the receiver modem switches to the
beginning of the code acquisition state.
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2.3.2.3.5 Data demodulation

Data demodulation starts right after the last bit of the header CRC has been received.
Since the demodulation process is programmable, the data path varies according to the
configuration parameters selected as shown in section 2.3.1.2.2. The demodulator first takes the
two-bit representation of | and Q and dispreads the signal with a serial correlator. The output of
the correlator is a 10-bit wide signal, which first is truncated to a one-bit signal by performing a
hard decision. The dispread bit is decoded with either DBPSK, or DQPSK decoder. The decoded
bits are sent to the de-scrambler and/or the de-interleaver, as selected by the header, in order to
finish the demodulation process and recover the original transmitted data.

(I Sampling Rate 4.27MHz

[ 10 [ Chip Rate 1.06MHz.

channel

I:I— [] Data Rate (variable clock frequency)
> ™ oump
clk
Bit | DQPSK
Hard | Decoder |—
Decision
|-
Ll
10 DBPSK
Channel > Decoder
> | ump >
| clk

clk Parallel — De-scrambler
Serial
converter
Rx Data
De-interleaver
Figure 25: Demodulation Architecture

The first portion of the demodulator computes the incoming samples at the sampling rate
(4.27MHz). Once the incoming sequence has been dispread, the decoders, de-scrambler, de-
interleaver and parallel-to-serial blocks process the bits at the data rate. This processing
frequency is a variable rate according to Table 6.

2.3.2.3.6 De-scrambler

The de-scrambler is used when b1 of the service field is set to ‘1’. Figure 26 shows the
implementation for the used de-scrambler. When the de-scrambler is enabled, all the payload bits
are sent to this block. The initial state of the block is [110 1100], same as the transmitter counter
part. The implementation of the delay elements (z") is registers.

Z-l Z-Z Z-3 Z-4 Z-5 Z-G Z-7

Serial Data In —‘

| |

Serial Data Out

Figure 26: De-scrambler architecture.
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When b1 of the service field is set to ‘0, the de-scrambler is not being used and the delay
elements are disabled.

2.3.2.3.7 De-interleaver

The de-interleaver works in combination with the interleaver used in the transmitter side
and explained in section 2.3.2.2.1. The implementation for de-interleaver block is composed of
16 RAM banks of 1-bit width and depth 128 addresses, similar to the RAM block depicted in
Figure 29. Figure 27 shows a simplified RAM picture to illustrate the write process.

e e
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Figure 27: De-Interleaver Write Operation

The write process takes the serial input data from the de-scrambler block. The address
controller computes address changes depending on the length of the payload. For example if the
payload has a length of 4 Bytes only address 0 and 1 will be used for de-interleaving. Received
bits are written into the same RAM block until the maximum address has been reached, 1 in the
previous example. At that point the next incoming bit is sent to the next RAM block address 0.
The operation is repeated until all payload data has been written to the RAM blocks.

Row 0 716|5s5lal3]l2l2lol d7]el5la]l3l2l1]0
Row 1 7lelslal3l2l1lol—7le6l5|2]3l2]1]0
4
>
Row 127 71l6lslal3]2]1]0 71l6lslal3]2]1]0
RAM# 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 28: De-Interleaver Read Operation.
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Once all received bits have been written the modem signals the processor (section 2.3.4),
the receiver RAM (FIFO) is ready to be read. The read operation is performed at the processor’s
command. Read data is transferred in a Byte format. The RAM is read by rows, transferring 2
Bytes per row until depleted. The read operation is depicted in Figure 28.

2.3.2.3.8 Serial-to-parallel converter

The function of the serial-to-parallel converter is simply to transform the received data
into the parallel Byte wide format for the processor. The implementation for this block is similar
as for the de-interleaver. In this case 8 1-bit wide RAM blocks with 256 addresses in parallel are
used.

RAM# 7 6 5 4 3 2 1 0
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Figure 29: Serial-to-Parallel write/read RAM process.

The write process takes the serial input data from the de-scrambler block. A bit is written
each time until the row is completely full. Then the address increases by one. The same write
operation is repeated until all incoming data has been written into the RAM banks. This
operation is shown in Figure 29. The read operation is performed at the processor command.
Data is read one byte at the time. Each Byte is composed with the data contained in all 8 RAM
banks with the same address location.

2.3.2.4 Clock management

The clock management block generates and distributes all clocks throughout the modem.
This block uses several digital delay lock loops (DLL) units available in the VirtexE devices.
The input clock is a stable 25.6MHz clock, which then is divided and multiplied to provide the
modem with a sampling (system) clock of 4.27MHz. Further dividing the system clock by four
we obtain the chipping clock of 1.067MHz. Each DLL provides limited resources of clock
frequency multiplication or division. In order to obtain the desired frequencies the clock network
tree depicted in Figure 30 was developed.

The input clock frequency first is multiplied by 2 to increase the frequency to 51.2MHz.
This clock frequency is divided by 1.5 in order to yield a 34.13MHz; which is further divided by
8 to generate the sampling clock with a frequency of 4.267MHz.
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Figure 30: Clock Generation Tree

All DLL block outputs drive a clock buffer with dedicated clock lines. These lines are
low skew and low delay. DLL blocks have the disadvantage of not being able to be dynamically
re-configurable. The receiver chipping clock phase must be adjusted for each acquisition. This
DLL shortcoming means the chipping clock must be manually generated. A manually generated
clock does not have access to the low-skew lines, thus making this clock line vulnerable to high
clock skews and endangering data reliability. In order to solve this problem, a single clock line
(system clock) of 4.27MHz is used throughout the FPGA. The implementation of a slower
processing rate block is as follows. The clock line uses the system clock. The slower rate is
controlled by using an enable signal, which allows the circuitry to process data using the system
clock only during desired periods of time.

2.3.3 Differential encoding and decoding

2.3.3.1 Rationale for using differential PSK

Phase-shift keying (PSK) has a lot of advantages. Potentially, binary PSK (BPSK) is the
most noise resistant type of two-position signals because it comprises antipodal signals, which
have the maximum Euclidean distance between them. For example, BPSK requires twice lower
transmitter power than orthogonal binary frequency-shift keying (BFSK) for achieving the same
bit error rate (BER). Quaternary PSK (QPSK) is a set of 4 bi-orthogonal signals. Potentially, it
provides twice higher channel throughput than orthogonal BPSK with the same transmitter
bandwidth. In addition, PSK is invariant to the signal amplitude. This is especially important in
the channels with fading and multipath propagation. Along with these advantages, PSK has an
inherent problem caused by the initial phase ambiguity. Differential encoding and decoding
allows this problem to be overcome. Differential encoding/decoding in is not the only way to
overcome the problem of the phase ambiguity. However, it is the most effective and efficient
way in the majority of practical situations. Various types of phase-difference modulation
(PDM), especially second order PDM, are also very useful in Doppler channels. Since
differential encoding and decoding are utilized in the HDR-01 modem, their detailed analysis is
provided in the subsequent sections of this chapter.

2.3.3.2 Differential BPSK

2.3.3.2.1 Differential encoding of BPSK
The sequence of symbols intended for transmission is:

di, dp, d3, ..., dk, ...
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where Kk is a positive integer. Differential encoding is intended to cope with phase ambiguity, i.e.
possibility of phase inversion. Differential encoding transforms sequence {ax} into sequence
{by} according to the following rule:

b= ay, b,=a, ® by, bs=az; ® by, ...
In general case:
bi=a;, and by=ax® bx_; fork=2

The differential encoding procedure for BPSK can be performed by the structure whose block
diagram is shown in Figure 31. The output sequence of the differential encoder {b} can be fed
into the modulator immediately or after further processing (for example spectrum spreading).

a b,
&,
1-bit
delay

Figure 31: Block Diagram of the Differential Encoder for BPSK

2.3.3.2.2 Differential decoding of BPSK
The sequence being received is as follows:

bl*, bz*, b3*, . bk*,

Sequence b, * reflects the decisions made in the demodulator. Because of noise and interference,
b* does not always coincide with b,. Differential decoding transforms sequence {b,*} into
sequence {a,*} according to the following rule:

ar*=b*, a*=by*®@bi*, az*=bs*®by*, ...
In general case:
a*=b* @ bya*

The differential decoding procedure for BPSK can be performed by the structure whose block
diagram is shown in Figure 32.

bk -1 *
1-bit a*
delay @

b*

b*

Figure 32: Block Diagram of the Differential Decoder for BPSK

2.3.3.2.3 Examples of BPSK differential encoding and decoding

Two examples of BPSK differential encoding and decoding are shown in Table 7 and Table 8.
Table 7 illustrates the case of the ideal transmission (i.e. no error and no immediate change of the
phase occurs in the system).
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No. 1 2 3 4 5 6 7 8 9 10 11 12
a, 0 1 1 0 1 1 1 0 0 0 0 1
b, 0 1 0 0 1 0 1 1 1 1 1 0
b/* 0 1 0 0 1 0 1 1 1 1 1 0
a* 0 1 1 0 1 1 1 0 0 0 0 1

Table 7: Ideal BPSK Transmission Case

Table 8 illustrates the case of the transmission with one error in sequence {bc*} (symbol bs* has
been demodulated incorrectly) and one immediate 180° change of the phase between symbols
b7* and bg*. All the errors in the table are underlined.

No. 1 ]2 3 |4 [5 |6 |7 |8 ]9 10 |11 |12
a, 0 1 1 |0 1 1 1 Jo Jo |o |o |1
b, 0 1 |0 o 1 |0 1 1 1 1 1 |0
b.* 0 1 1 0 1 0 1 0 0 0 0 1
a* 0 1 o |1 |1 1 1 |1 o o |o |1

Table 8: Single Error BPSK Transmission Case

As shown in Table 8, one error in sequence {by*} (see symbol bs*)causes two errors in
sequence {ax*} (see symbols as*and as*). Thus, differential encoding and decoding double
single errors. On the other hand, the immediate 180° change (inversion) of the signal phase in
sequence {by*} (see symbols bg*, bo*, big*, by*, and bi,*) causes only one error in
sequence {ax*} (see symbol ag*) at the output of the decoder. In principle, this error can occur
in the bit during which inversion takes place or the bit just after inversion. The case of N errors in
sequence {by*} following one after another is illustrated in Table 9.

No. 1 2 3 4 5 6 7 8 9 10 11 12
a, 0 1 1 0 1 1 1 0 0 0 0 1
b, 0 1 0 0 1 0 1 1 1 1 1 0
b* 0 1 0 1 0 1 0 0 0 1 1 0
a* 0 1 1 1 1 1 1 0 0 1 0 1

Table 9: N Errors BPSK Transmission Case
It is easy to notice that when there is an error burst of N errors in sequence {by*} following one
after another, there will be only two errors in sequence {ac*}: one error at the beginning of the
burst and another one immediately after the end of the burst. Due to the doubling of single errors
in the differentially encoded sequence, the employment of codes developed for correction of
doubled errors or interleaving can be useful in the considered case.
2.3.3.3 Differential QPSK

2.3.3.3.1 Differential encoding of QPSK
The sequence of symbols intended for transmission is as follows:

di, dz, A3, ..., Aky ...
where k is a positive integer. This sequence should be first converted into two parallel sequences:
Ii=a, i2=as i3=as, ..., k= a2k, ...

Qu=az Q2=a4, 03 =4as, ..., Qk = A 2;, ...
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Thus, sequence {i,} contains all odd bits of sequence {a,}, and sequence {g,} contains all even
bits of sequence {q,}. Differential encoding transforms sequences {i,} and {g,} into sequences
{I,} and {Q,} according to the following rule:

I = (ik ®ay) - (ix @ 1) + (i D) (A D Q1)
Qx = (ik @) (A D Qy) + (i D) (i DIy 4)

Since I3 =0 and Qx.1 = 0 when k = 1, it follows that:
L =0, ®0q,) 1, +(,®0q,)-q

Q1 =(i1 @q1)'Q1+(i1@q1)'i1

The differential encoding procedure for QPSK can be performed by the structure whose block
diagram is shown in Figure 33. Here, sequences {ix} and {qx} are formed from the sequence
{a} first. Then, sequences {i} and {qx} are converted into sequences {lx} and {Qx} according
to the equations above. Sequences {l«} and {Q} from the output of the differential encoder can
be fed into the modulator immediately or after further processing (for example spectrum
spreading). In HDR-1 modem, these sequences from the output of the differential encoder are
fed into the spread spectrum modulator.

Although differential encoders for both BPSK and QPSK require one-symbol delay
elements, there is significant difference between them because one symbol corresponds to one bit
in BPSK and two bits in QPSK (compare Figure 31 and Figure 33).

1-symbol
I Iy, [ o delay
I
a, | Serial-to-
—>| parallel [ = ®
converter
Ox
qx
0., |969 1-symbol
delay

Figure 33: Block diagram of the differential encoder for QPSK

The structure of a differential encoder for BPSK can be obtained as a special case of a
differential encoder for QPSK when input signal is the same for 1 and Q components.

2.3.3.3.2 Differential decoding of QPSK
The sequences of symbols being received in the channels of in-phase and quadrature
components are as follows:

* *
7%, 1%, 13, ., IS, .

Ql*v QZ*V Q3*1 ey Qk*v
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Sequences {I*} and {Q«*} reflect the decisions made in the channels of in-phase and
quadrature components. Since noise and interference can cause errors, lIy* does not always
coincide with Iy, and Q* does not always coincide with Q. Differential decoding transforms
sequences {l*} and {Q*} into sequence {ix*} and {q«*} according to the following rules:

i = (1L ®Q) (I, ®1,,)+ (I, ®Q))-(Q; ®Q;.,)
oy = (1; ®Q))-(Q; ®Q)) + (I, ®Q;)- (I, ®1,)
Since l.1* =0 and Qx1*= 0 when k = 1, it follows from (4.7) and (4.8) that
i =(;®Q) 1, +(1, ®Q)-Q;
g =(1; ®Q) Q. +(I; ®Q) 1,

The differential decoding procedure for QPSK can be performed by the structure whose
block diagram is shown in Figure 34.

Lx 1-symbol Ié @

delay

I 8
M
o, LD

O | [1-symbol Ou* 5 —ﬁ

delay >

Figure 34: Block diagram of the differential decoder for QPSK

In the simplest version of communication system, sequences {/,*} and {Q,*} come from the
demodulator, and sequences {i,} and {g,} enter the de-interleaver. Like in the case of
differential encoders, there is significant difference between the one-symbol delay elements
required for differential decoders for BPSK and QPSK because one symbol corresponds to one
bit in BPSK and two bits in QPSK (compare Figure 32 and Figure 34). It is also easy to show
that the structure of a differential decoder for BPSK can be obtained as a special case of a
differential decoder for QPSK when input signal is the same for I and Q components.

2.3.3.3.3 Examples of QPSK Differential Encoding and Decoding
An example of QPSK differential encoding is shown in Table 10.

Table 10: QPSK Differential Encoding

a |10 [1 [1]Jo 1 ]1]1]ofo oo 1 ]1]o 1 ]1]1 o0
i |0 1 1 1 0 0 1 1 1
. |1 0 1 0 0 1 0 1 0
L |1 0 1 1 1 1 1 0 1
0, |0 0 1 0 0 1 0 1 1
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An example of QPSK differential decoding for the case of the ideal transmission (i.e. no
error and no immediate change of the phase occurs in the system) is shown in Table 11.

Table 11: QPSK Differential Encoding Ideal Case

I* 1 0 1 1 1 1 1 0 1
0* |0 0 1 0 0 1 0 1 1
i 0 1 1 1 0 0 1 1 1
aF |1 0 1 0 0 1 0 1 0

Table 12, Table 13 and Table 14 illustrate the various cases of the transmission with errors in
sequences {l*} and {Qx*} (the errors in the tables are underlined). In Table 12, the first error
occurs in symbol 1,*, Q,*. This symbol should be 0, 0. However, it has been demodulated as
1, 0. As a result of this error, two symbols (i>*, q2* and is*, qs*) have been distorted at the
output of the QPSK differential decoder. Symbol i,*, g;* (which should be 1, 0) has been
transformed into 0, O; and symbol is*, gs* (which should be 1, 1) has been transformed into 0, 1.
The second error in Table 12 occurs in symbol Is*, Qs*. This symbol should be demodulated as
0, 0. However, it has been demodulated as 1, 0. As a result of this error, symbols is*, gs* and
Is*, g have been distorted at the output of the QPSK differential decoder. Symbol is*, gs*
(which should be 0, 0) has been transformed into 0, 0; and symbol is*, g¢* (which should
be 0, 1) has been transformed into 0, 1.

Table 12: QPSK Differential Encoding Error Case

I* 1 1 1 1 1 1 1 0 1
0* |0 0 1 0 1 1 0 1 1
i 0 0 0 1 0 0 1 1 1
aF |1 0 1 0 1 0 0 1 0

In Table 13, the 1%, 4™ and 7" symbols have been demodulated incorrectly. The
1% symbol (I1*, Q:*) has been demodulated as 0, 0 instead of 1, 0. The 4™ symbol (1,*, Q4*) has
also been demodulated as 0, 0 instead of 1, 0. The 7" symbol (I-*, Q-*) has been demodulated
as 0, 1 instead of 1, 0. As a result of each of these errors, two symbols have been distorted at the
output of the QPSK differential decoder. The 1% error causes the transformation of ii*, qi*
from 0, 1 into 0, 0 and transformation of i,*, g;* from 1, 0 into 0, 0. The 2" error causes the
transformation of i4*, q4* from 1, O into 1, 1 and transformation of is*, gs* from 0, 0 into O, 1.
The 3" error causes the transformation of i;*, g;* from 1, 0 into 0, 1 and transformation of
is*, gg* from 1, 1 into O, 0.

Table 13: QPSK Differential Encoding Demodulation Error Case

I* 0 0 1 0 1 1 0 0 1
o, * 0 0 1 0 0 1 1 1 1
i* 0 0 1 1 0 0 0 0 1
qk* 0 0 1 1 1 1 1 0 0

It follows from Table 12 and Table 13 that all types of single errors in sequences {l*} and
{Q«*} cause two errors in sequences {ik*} and {qx*}. Thus, differential encoding and decoding
QPSK double single errors similarly to the case of BPSK.
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Table 14 illustrates the case when N errors follow one after another in sequences {lc*}
and {Q«*}. Here, we can see two such error bursts. The first of them consists of the first three
symbols of sequences {I*} and {Q*}. The second error burst consists of the 6™ and 7"
symbols of sequences {I*} and {Q«*}.

Table 14: QPSK Differential Encoding N-Errors Case

I* 0 1 0 1 1 1 0 0 1
0* |0 0 1 0 0 0 1 1 1
i 0 0 1 1 0 0 1 0 1
a* |0 1 1 1 0 0 1 0 0

As shown in Table 14, N errors following one after another in sequences {/,*} and {Q,*} cause
the error burst in sequences {i,*} and {g,*}. The length of the error burst is N + 1 and its
structure depends on types of the errors in sequences {/,*} and {Q,*}.

Table 15 illustrates the case of one immediate 180° change (inversion) of the phase
between symbols 14*, Q4* and Is*, Qs*.

Table 15: QPSK 180-Degree Phase Change (Inversion) Case

I* 1 0 1 1 0 0 0 1 0
o* 0 0 1 0 1 0 1 0 0
i 0 1 1 1 1 0 1 1 1
g 1 0 1 0 1 1 0 1 0

As follows from Table 15, the immediate 180° change of the signal phase in sequences {I,*} and
{Q«*} causes only one error in sequences {ix*} and {gx*}. In the case shown in Table 15, this
error occurs in the symbol is*, gs*. In principle, this error can occur in the symbol during which
inversion takes place or the symbol just after inversion. Due to the doubling of single errors in
the differentially encoded QPSK, the employment of codes developed for correction of doubled
errors or interleaving can increase the reliability of DQPSK transmission.

2.3.4 Network processor interface

The network processor — modem interface is a memory mapped, with the following
signals 8 bits for data command transfer, chip select (CS#), output enable (OE#), write enable
(WE#), write/read select (RD#WR), address line (A04), ready (RDY), net to modem interrupt
(NTM_IRPT), modem to net interrupt (MTN_IRPT).

There are four available commands, transmission enable, modem reset, configuration
(only for the transmitter) and data transfer. A transmission must always start by configuring the
modem, followed by loading the transmit data into the TX FIFO. After this the modem is ready
for transmission. The receiver only needs a command to be placed into receive mode.

2.3.4.1 Command description

A processor to modem transfer starts by first sending an interrupt pulse (NTM_IRPT).
The enable signals follow the data transfer protocol described in section 10.5.5 (variable latency
1/0 interface) of Intel SA-1110 microprocessor developer’s manual. The data lines are used for
command as well as data transfer. After the interrupt pulse the processor first sends the command
using the signals according to the SA-1110 manual.
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Table 16: Processor-modem Interface Commands.

Enable Transmission | Configuration Reset Data Transfer
X’01 X’02 X’04 X’08

The two MSB bits of the command word corresponds to the address of the transmitter

(X’40) or the receiver (X’80). The final command word is composed of the portion of the

modem the command is directed to and the actual command described in Table 16. For example
to configure the transmitter modem send X’42 as the command word.

The configuration of the transmitter modem is performed by first sending the command
and then followed by four Bytes. These Bytes correspond to the signal, service and length (2
Bytes) fields. Data transfer to the modem is performed first sending the data transfer command,
and followed by data Bytes. The number of Bytes has to be the same as in the length field plus 1
(e.g. length =5, number of data Bytes=6). Once the receiver modem has finished processing all
the data and placed it in the RX FIFO, it will signal the processor that this data is available for
retrieval. At this point the modem sends an interrupt (MTN_IRPT) pulse. Once the processor is
ready to retrieve all the data, it will send a command for data transfer (XX’88). Once the command
is received the modem will read the RX FIFO and place all the data into the data bus following
the SA-1110 protocols.

2.3.5 Code development and simulation

This modem was developed mainly using VHDL language. All simulations have been
performed using activeHDL from Aldec, synthesis with FPGA compiler 1l from Synopsys, and
place and route with Xilinx ISE 4.2. Code development has been done from the bottom up,
starting with basic blocks and building to implement the major blocks. The code has been written
in a modular block style. This allows modifying or replacing blocks when changes are necessary.
Several basic building blocks have been implemented using cores from Xilinx LogiCore, which
are area and speed optimized for the specific targeted FPGA. Table 17 enumerates all the files
used for the modem. The indexing represents the hierarchy in the modem. VHDL files have a
.vhd extension and the LogiCore generated files have a netlist file extension .edn.

Table 17: FPGA Modem Design Files

PACC_modem_if.vhd (Top level entity. It contains all FPGA interfaces)

PACC_clk_management.vhd (clock generation block)

CLKDLL, CLKBUF (basic VirtexE blocks).
PACC_selftest_ctrl.vhd (self test unit)
PACC _interleaver.vhd (interleaver block)

Interleaver_ RAM.edn (interleaver RAM basic block)

Parallel_to_serial_ RAM.edn (parallel to serial RAM block)
PACC_delnterleaver.vhd (de-interleaver unit)

De_interleaver RAM.edn (de-interleaver RAM basic block)

Parallel_to_serial_ RAM.edn (parallel to serial RAM block)
Processor_interface.vhd (modem-processor interface logic)
PACC_modem_core.vhd (Modem block)

PACC_acg.vhd (Acquisition block)

PACC_mf.vhd (Acquisition Matched Filter block)
MFcodegen.vhd (MF code generation block)

mf_add_sub_in2_2_out2.edn (2 bit input MF tap)
mf_add_sub_in2_2_out3.edn (2-bit, 3-bit output MF tap)
mf_add_sub_in2_3 out3.edn (2-bit, 3-bit inputs, 3-bit output tap)
mf_add sub_in2 3 outd.edn (2-hit, 3-bit inputs, 4-bit output tap)
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mf_add_sub_in2_4 out4.edn (2-bit, 4-bit inputs, 4-bit output tap)
mf_add_sub_in2_4 out5.edn (2-bit, 4-bit inputs, 5-bit output tap)
mf_add_sub_in2_5_out5.edn (2-bit, 5-bit inputs, 5-bit output tap)
mf_add_sub_in2_5_out6.edn (2-bit, 5-bit inputs, 6-bit output tap)
mf_add_sub_in2_6_out6.edn (2-bit, 6-bit inputs, 6-bit output tap)
mf_add_sub_in2_6_out7.edn (2-bit, 6-bit inputs, 7-bit output tap)
mf_add_sub_in2_7_out7.edn (2-bit, 7-bit inputs, 7-bit output tap)
mf_add_sub_in2_7_out8.edn (2-bit, 7-bit inputs, 8-bit output tap)
mf_add_sub_in2_8 out8.edn (2-bit, 8-bit inputs, 8-bit output tap)

PACC_acq_ctrl.vhd
PNgen.vhd
Acq_intNdump.vhd
Acq_int_n_dump.edn
DBPSK_dec.vhd
PACC_scrambler.vhd
PACC_plcp.vhd
CRC16_codec.vhd
PNgen.vhd
PACC_demodulation.vhd
demod_int_n_dump.edn
DBPSK_dec.vhd
demod_DQPSK.vhd
PACC_scrambler.vhd
PACC_tx.vhd
PNgen.vhd
PACC_plcp_tx.vhd
CRC16_codec.vhd
PACC_scrambler.vhd
DBPSK_enc.vhd
PACC_txdata_ctrl.vhd
PNgen.vhd
DBPSK_enc.vhd

(acquisition control block)

(MF/acquisition PN generator)
(Acquisition Integrate & dump)

(Integrate and dump adder)

(DPBSK decoder)

(De-scrambler)
(Header extraction/configuration)

(CRC-16 decoding)

(demodulation PN generator)

(demodulation top entity)

(adder integrate & dump)
(DBPSK decoder)
(DQPSK decoder)
(De-scrambler)
(Transmitter top entity)
(transmitter PN sequence generator)
(Header generation block)
(CRC-16 encoding)
(scrambler)
(DBPSK encoding)

(Transmission control block)

(PN sequence generator)
(DBPSK encoding)

mod_DQPSK.vhd
PACC_scrambler.vhd

(DQPSK encoding)
(scrambler)

2.3.6 Testing

The modem testing has been performed in the test bed platform board. This board
contains all necessary elements in order to fully test the modem, and the flexibility to test
different components and interfaces for future expansions. The board contains a processor, which
allows further testing of networking capabilities for future developments without hardware
changes. This board was used to enable Rockwell Scientific the development of the modem
while the hardware platforms was still undefined. By following this path Rockwell Scientific was
allowed to develop a working modem that once the platform is defined, Rockwell Scientific can
modify the modem to be optimized for such platform.

2.3.6.1 Testbed Description

The testbed board was developed to be flexible in the development and testing of a
modem and its interaction with a network processor via a memory mapped interface. The board
does not conform to any hardware size specifications, rather is a development platform for the
concurrent modem development and final hardware definition. The testbed board is composed of
a Xilinx XC1600E FPGA, an Intel SA-1110 processor, FLASH, SRAM, EPROMS, and clock
generation circuitry for both processor and FPGA. The FPGA has multiple 1/0O for general
probing purposes as well as future expansions. These 1/0O signals allow probing of different
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internal signals for functionality and timing checks. The Testbed also contains interfaces to
pattern generators and analyzers, which allow monitoring of several signals concurrently.

2.3.6.2 Test procedures

In order to verify the modem functionality we need to compare the simulation results
with hardware test results. An external self-test block to the modem was generated. Setting a self
test jumper and pressing the reset button in the board enables this block. The self-test first places
the receiver modem in receive state, and after 120us the transmitter will be enabled. The
transmitter data is a counter, which increases its value for each transmitter data Byte. This self-
test is enabled by placing a jumper in the board. When the jumper is removed, regular operation
using the processor as the master device resumes. For the self-test procedure the configuration
parameters are set via jumpers. These configuration parameters correspond to the type of
encoding/decoding used (DBPSK/DQPSK), interleaver state, scrambler state and processing
gain. The size of the payload, length field, is pre-determined to the largest packet size of 256
Bytes. Self-test operation is verified on a single board as well as two boards. In the single board
setup the transmitter and receiver modems reside on the same FPGA. The transmitted | and Q
channels are brought out to 2 pins which are connected externally via two cables to the input |
and Q of the receiver side. The same test was performed for two boards. In this case the
transmitter resides in one board, which now connects via the same cables for I and Q channels to
the second board where the receiver resides. The two-board test case reflects a more realistic
scenario, where the only connection between the transmitter and receiver is the channel. The
channel in this case is represented by two wires for the | and Q signals. The processor interface
has been implemented in the FPGA. The software side of this interface residing in the processor
has not been tested. Rockwell Scientific has the capability to generate such an interface as well
as the networking needed in order to make this interface as part of the necessary network. The
software involved to control was not completed because of a reduction in funding.

Figure 35: Photograph of the Testbed Hardware.
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2.3.6.3 Implementation results

A major goal in the PAC/C effort is the power awareness. For this reason power
consumption is an important parameter to be measured. Figure 36 shows all utilized resources in
the FPGA. By extrapolating basic power consumption measurements, accompanied with data
obtained from Xilinx data sheets some power reduction estimates can be done.

Target Device:
Target Package:
Target Speed:
Mapper Version:

Design Summary

Number of errors:

Number of warnings:
Number of Slices:

Number of Slices containing
Unrelated logic:

Total Number Slice Registers:

Number used as Flip Flops:
Number used as Latches:
Total Number 4 input LUTS:
Number used as LUTS:
Number used as a route-thru:
Number of bonded 10Bs:

XV1600E
BG560

-6
virtexE

0
70
1,161 out of 15,552

0 out of 1,161
1,503 out of 31,104
1,498

5

1,712 out of 31,104
1,636

76

131 out of 404

7%

0%

4%

5%

32%

10B Flip Flops: 6

Number of Block RAMs: 12 out of 144 8%
Number of GCLKs: 3outof 4 75%
Number of DLLSs: 3outof 8 37%
Total equivalent gate count for design: 245,301

Additional JTAG gate count for IOBs: 6,288

Figure 36: Implementation Resource Utilization Results.

Examining the implementation data we can clearly see the size of the FPGA is not
appropriate for this design. Only a small percentage of the FPGA resources have been utilized.
Given the FPGA technology the unused resources increase significantly the energy consumption.
FPGASs have a quiescent power consumption, which is the power consumed just to keep the
circuits programmed. This value increases with the size of the FPGA. For example a 1.6 Million-
gate device is rated at 180mW quiescent power consumption, where a 200,000-gate device has
estimated 29mW quiescent power consumption, 84% reduction. Our design after configuration
of the device consumes 73mA at 1.8V, 131mW quiescent power. The modem design would fit in
a 200,000-gate device, which taking the rated power values would reduce the quiescent power
consumption by 84% to 12mA. In the future, once the implementation hardware platform has
been defined, accurate power measurements should be performed. At this point such
measurements are out of the scope of the project, and difficult to measure in the testbed.

35




3 FINAL STATUS REPORT ON
MIDDLEWARE, TOOLS, AND TECHNIQUES

3.1 Introduction

The purpose of this task was to examine techniques for energy management that leverage
the interactions between hardware and software on a single node as well as network-wide
interactions among many collaborating nodes in a sensor field. This research was performed
through a combination of simulation-based analysis and platform studies using commercial and
research platforms. For the single node, the research focused on the development of a power
aware Real-Time Operating System (RTOS) and other power management middleware APIs.
Techniques for node-level power management are discussed in Section 3.2. At the field-level,
the areas of investigation include communications techniques such as dynamic modulation
scaling and protocols for collaborative field behavior such as coverage topology management.
Techniques for network-wide power management are discussed in Section 3.3. Finally, the
concept studies in node-level and field-level power management utilized and extended a suite of
sensor network simulation tools developed at UCLA. The SensorSim tool environment is
described in Section 3.4.

3.2 Techniques for Node-Level Power Management

The current state of the art in software-transparent hardware and firmware power
management is limited to shutting down the CPU and peripheral components after a certain idle
time. This technique fails to exploit application knowledge of timing constraints, usage history,
and traffic patterns. It also ignores the possible existence of “power-speed control knobs” (e.g.
CPUs with dynamically controlled frequency and voltage). Therefore, the current methods
cannot fully utilize the dynamic range of power management that could be provided by the lower
layers. This task examined new approaches to address these issues. Since knowledge about
timing, usage, and traffic is often available only at run-time, the logical place for making power
management decisions is in the Real-Time OS (RTOS) resource scheduler. Key to our approach
is task management that guarantees “JIT” (just in time) power through coordinated scheduling
and power management of resources by the RTOS at a microsensor node.

3.2.1 Power Aware Resource Scheduling

Wireless systems have various resources that consume power including CPUs, radios,
and sensors. However, traditional RTOS schedulers have focused on the CPU resource from the
perspective of time (i.e. statically or dynamically scheduling multiple tasks so that timing is
met). Some schedulers manage other resources such as disks, but none manage resources like
radios and sensors, which are critical to the extended operation of a sensor node. In any case,
power is generally ignored. Key to a power-aware sensor node is power management of all node
resources. This effort expanded time-based static and dynamic scheduling to include adaptive
power-management of all accessible sensor node subsystems. It examined both static scheduling
and variants of dynamic scheduling, including fixed priority preemptive scheduling (e.g. rate
monotonic) and dynamic priority preemptive scheduling (e.g. earliest deadline-first). The basic
approach exploits slack time in the schedule to shutdown a resource or to operate it at a lower-
power lower-speed setting. Slack times are gathered by static analysis of the task set and by
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timing constraint specifications (rates and deadlines), as well as runtime statistical analysis of
resource usage patterns gathered by special hardware or software “monitors”. We investigated
the problem of prediction of resource usage activity, which is essentially a timing series
prediction problem, and explored approaches such as Kalman filtering, voting by multiple
experts, and training a parametric model (e.g. a hidden-Markov model). A meaningful strategy
for scheduling resource mode changes also requires knowledge of the power and/or time cost
associated with the change. For example, changing the radio from idle to transmit mode would
require some latency and would consume energy (e.g. for the frequency synthesizer to stabilize,
or for GPS systems to acquire a lock). Therefore, the RTOS must decide whether the extra power
and latency cost is worth the change. Before shutting down a radio, the RTOS must determine if
wake-up latency can be tolerated (or, if it could be hidden by pre-wakeup). The prediction
accuracy for scheduling resource mode changes can be further enhanced by making use of
information that can be provided by the application. For example, a radio may not know when
the next packet will be received or transmitted, and it may be hard for the radio monitor to learn
this. However, applications potentially have this information and can provide it to the RTOS
when admitted for scheduling, or as they run. Figure 37 shows the hardware resources and
software layers for coordinated node-level power management.

CPU Sensors Radio
Dynamic Scalable Freq., Power,
Voltage & Sensor Modulation, &
Freg. Scaling Processing Code Scaling

Coordinated Power Management
] |
|
PA-APIs for Communication, Computation, & Sensing

Energy-aware RTOS, Protocols, & Middleware
PASTA Sensor Node Hardware Stack

Figure 37: Coordinated Node-Level Power Management

3.2.2 Power-aware API for RTOS-driven CPU Power Management

While working on adaptive power-fidelity schemes the research team had identified the
need for a common software framework to: a) allow an apples-to-apples comparison of
shutdown and dynamic voltage scaling (DVS) power management schemes, b) provide a
standard interface for developers of power-aware applications, and c) allow easy porting of
implementations to multiple embedded platforms. The team developed a power-aware API that
provides standard software interfaces to exchange power and performance information among
power-aware hardware, operating system, and applications to support task scheduling, admission
control, and run-time adaptation. Table 18 provides a list of power aware API functions.

Table 18: Power Aware API Functions

paapi_sched_create_task_type (real time info) Create a task type given the real time constraints.
paapi_sched_create_task_instance (type) Create a task instance given the type.
paapi_sched_app_started (task instance) Tell the operating system that the task started a new
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execution.

paapi_sched_app_done (task instance)

Tell the operating system that the task is done with
the execution.

paapi_os_timetick_get_minimum_resolution(nsec)

Find out what is the minimum resolution the OS
tick can be set to met the timing constraints.

paapi_os_timetick_time_to_ticks(nsec)

Convert the time restriction, given in nanoseconds,
into OS ticks.

paapi_sched_set_time_prediction(task instance)

Tell the operating system about timing remaining
prediction (specific to predictive scheduling).

paapi_sched_get time_prediction(task instance)

Get the time prediction given by the operating
system (specific to predictive scheduling).

pahal_initialize_processor_power_management()

Initialize processor power management internal
data structures.

pahal_processor_get_freglevels_info()

Get processor frequency level information.

pahal_processor_get_currfreq_info()

Get current frequency level info.

pahal_processor_pre_set_frequency(current, new)

Function that is called before changing processor
frequency (platform dependent).

pahal_processor_set_frequency(current, new)

Function to actually change processor frequency.

pahal_processor_set frequency and_voltage(new_frequency)

Function to actually change frequency and voltage.

pahal_processor_post_set_frequency(current, new)

Function that is called after changing processor
frequency (platform dependent).

pahal_processor_get_states_info()

Get information about low power states of the
processor.

pahal_processor_set_state()

Set the processor to a specific low power state.

pahal_processor_cycles_to_nsec()

Convert cycles to nanoseconds.

pahal_processor_nsec_to_cycles()

Covert nanosecond to cycle.

pahal_battery get_info()

Get battery related information (for battery based
devices).

pahal_battery get percentage_available()

Get percentage of battery available in the system.

The power aware RTOS implementation includes three different schedulers. The first is a
rate-monotonic scheduler (based on static priority based preemptive scheduling) with shutdown.
The second is a rate-monotonic scheduler with shutdown and per-task static slowdown factors
according to which voltage and frequency are set at task context switch time. The third is a rate-
monotonic scheduler with shutdown, per-task static slowdown, and a dynamic slowdown based
on run-time task execution time prediction. The latter two schemes are based on algorithms
developed at UCLA under this project. The APl was implemented on top of eCos, an open-
source RTOS, as shown in Figure 38. Two different platforms are supported: the StrongARM-
based iPAQ and the Intel XScale 80200 Evaluation Kit. The iPAQ is capable of shutdown and
frequency scaling. The evaluation kit allows software-controlled voltage scaling when combined
with a Maxim 1855 Evaluation kit (MAX1855EVKIT) as power supply (shown in Figure 39).
The RTOS software with power-aware API and hardware reference design specifications for the
XScale dynamic voltage scaling testbed are available to the research community via the web:
http://nesl.ee.ucla.edu/projects/pads.
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3.2.2.1 Power Analysis of XScale with Dynamic Voltage Scaling

Using the dynamic voltage scaling testbed described above and the power aware software
framework, UCLA performed a detailed power analysis of XScale processor at the instruction
level. The processor has a dynamic power range of approximately 5X as frequency scaled from
333 MHz to 733 MHz, with the voltage being changed concurrently. However, in some cases the
device could be significantly over-clocked for a particular voltage setting. Figure 40 shows
power when the processor is idle (NOP). Figure 41 and Figure 42 give power ranges for integer
addition and floating point multiply. Figure 43, Figure 44, Figure 45, and Figure 46 provide
memory read, memory write, peripheral read, and peripheral write, respectively.
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Figure 40: XScale NOP Power
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Figure 42: XScale Multiply Float Power
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Figure 44: XScale Memory Write Power
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Figure 45: XScale Peripheral Read Power

Figure 46: XScale Peripheral Write Power

The measurement approach used by the UCLA team was to insert numbered power
measurement regions (PMR) in the source code using macros (PMR_START, PMR_END) from
the power aware API. The power aware runtime system logs the PMR and triggers the data
acquisition card (DAQ) with a GPIO. A PC-based analysis tool matches the PMR and DAQ
logs, calculates averages and total energy in each PMR. These basic power/performance datasets
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were used to generate thresholds for predictive task scheduler research and the software
infrastructure was used to validate the scheduler algorithms.

3.2.3 Predictive Dynamic Voltage Scaling for Adaptive CPU Fidelity

Analysis of execution times for a variety of signal processing tasks in embedded systems
shows that the worst-case execution time (WCET) is often several times longer than best-case
execution time (BCET). For example, Figure 47 shows the difference in MPEG frame decoding
time and Figure 48 plots varying times for audio speech decoding. However, wireless systems
such as sensor networks need to be resilient to packet loss. A crucial observation is that missed
deadlines in many computation tasks on a sensor node are no different than noise in the radio or
sensor: it would result in a radio or sensor packet being dropped. This allows a scheduler to
aggressively predict task instance runtime and scale the dynamic voltage accordingly.
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The result of proactive dynamic voltage scaling with prediction on a variety of signal
processing tasks was a 75% energy reduction over worst-case non-predictive voltage scaling
with a negligible loss in fidelity (up to 4% deadline misses). Figure 49 compares energy
consumed by shutting down hardware on task completion, a WCET non-predictive dynamic
voltage scaling scheduler, and the predictive dynamic voltage scaling scheduler based on BCET.
These results demonstrate that many applications have “energy-speed” or “energy-accuracy”
control knobs that allow a given task to operate at lower energy but over a longer time or with
lower fidelity. An important feature of the power aware API research was exposing these knobs
to the application developer so they can be dynamically managed at runtime.
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Figure 49: Predictive Dynamic Voltage Scaling Energy
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3.2.4 Battery Lifetime Management

An interesting result of this research was the impact of task scheduling on achieved
battery capacity. An ideal battery’s capacity doesn’t vary with the discharge rate. However, real
batteries have discharge rate dependent characteristics such as the reactants diffusion process, the
rate of electrode reaction, and the battery’s internal impedance. The maximum battery capacity
is only achieved at a low discharge rate.
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Figure 50: Achieved Battery Capacity Versus Operating Mode

The original Mote microsensor developed at UC Berkeley uses an unregulated voltage
supply directly from the battery. Unlike operating with a voltage regulator, this exposes the
battery to dynamic variations in current discharge based on operating mode of the microsensor.
For example, in Figure 50 the total energy extracted from the battery varied from 70 Joules
continuously transmitting to 505 Joules in sleep mode. A number of battery-aware scheduling
approaches were investigated to find optimal performance to maximize total service during the
lifetime of the battery. The best approach achieved an 80% improvement in total number of bits
transmitted over non-battery-aware techniques. Figure 51 shows the measured battery capacity
versus discharge power (left), data rate in kilobits per second versus average power (center), and
total number of bits versus average power (right). This indicates that there is an optimal data rate
of about 5kbps to maximize Mote battery lifetime.

Battery Capacity vs. Discharge Power Data Rate vs. Pave f
100 - - . . — 16 . il

Total Number of Bits vs Pave

=

Total Capacity (J)
B
Dave (kbps)
A W s th & N @ @

R B m @

Total Mumber of Bits Transmitted (bits)

=]
o -

0 5 10 15 20 25 30 il 10 20 an 40 0 10 20 30 40
Discharge Power {m\W) Pave {mW} Pave (m\W}

Figure 51: Data Rate and Battery Capacity Comparisons

3.3 Techniques for Network-Wide Power Management

This task also investigated techniques for network-wide distributed power management
that complemented the power aware RTOS and middleware described above. Distributed power
management is essential to sensor fields because of the need to collaborate and communicate for
most sensing applications. There were two main areas of investigation: 1) communication
techniques designed to save energy on the wireless links and multi-hop routes, and
2) collaborative distributed resource allocation strategies to maximize effective sensor field
lifetime while maintaining continuous coverage.
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3.3.1 Energy-aware Packet Scheduling with Dynamic Modulation Scaling

The notion of Dynamic Modulation Scaling (DMS) was based on the observation there is
a strong analogy between voltage scaling of a CPU and bit-per-symbol/bit-per-second scaling for
aradio. Energy and delay of data transmission depends on modulation settings. This was studied
in detail for Quadrature Amplitude Modulation (QAM) radios with adaptive bits-per-symbol.
The tradeoffs for QAM are to adapt b (number of bits per symbol) and operate at maximum Rs
that can be implemented efficiently. Similar tradeoffs are possible for other scalable modulation
schemes Phase Shift Keying (PSK), Differential Phase Shift Keying (DPSK), Amplitude Shift
Keying (ASK), and Orthogonal Frequency Division Multiplexing (OFDM).
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Figure 52: Voltage Scaling Versus Modulation Scaling

3.3.1.1 Queue-Based Dynamic Modulation Scaling

Moreover, packet scheduling in radios is analogous to task scheduling on processors. A
key difference is that packets, unlike tasks, are not preemptible. A number of packet scheduling
schemes were investigated for wireless links using dynamic modulation scaling. The first to be
investigated was Queue-Based Dynamic Modulation Scaling. In this technique, modulation
settings were set according to the packet queue status including number of packets and total size
of transmit buffer on the sending end. This is the DMS counterpart to simple queue-based
schemes commonly used in task schedulers.
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Figure 53: Queue-Based Dynamic Modulation Scaling

43



3.3.1.2 Energy-Aware Real-Time Packet Scheduling

The second scheme, Energy-Aware Real-Time Packet Scheduling, exploits variation in
packet length to perform aggressive dynamic modulation scaling in real-time. This technique
handles the case of multiple applications sending streams of periodic but varying length packets
with deadline constraints. It is suitable for sensor nodes talking to a local gateway. Analysis of
this approach demonstrated up to a 60% reduction in transmission energy. Similar packet
scheduler approaches were investigated, such as an energy-aware variant of the commonly used
weighted fair-queuing based packet schedulers. In the weighted fair-queuing model, weights are
associated with the various packet flows and the scheduler allocates the available bandwidth to
those flows with non-empty queues in proportion to their weights over arbitrarily small time
intervals. Conventionally the scheduler decides which flow to transmit a packet from, and when.
The new scheduler, energy-efficient wireless fair queuing (E2WFQ), exploits the dynamic
modulation-scaling knob to decide at what speed a packet should be transmitted. It does so by
continually monitoring the status of the packet queues, and calculates how fast a packet needs to
be transmitted based on the packets ahead of it and the deadline. The reduction in energy
depends on the traffic condition parameters such as link utilization and burstiness. There is little
gain from the scheme if the link
utilization is near 1 (i.e. there is h
little head room left to exploit
DMS as the channel is always
busy even with the radio at
maximum speed) or if the
burstiness is high. However,
gains of 3-4X are observed under
typical traffic conditions and %5 0.6 0.7 0.8 0.9 1
radio speeds. L, /L
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3.3.1.3 Dynamic Code Scaling

In addition to Dynamic Modulation Scaling, the research team also investigated Dynamic
Code Scaling (DCS) by changing the rate of the bit-level forward error correction (FEC) within
the same DMS framework. Both DMS and DCS offer a convex energy-throughput control knob
that energy-aware packet scheduling can exploit. Figure 54 shows the compares the energy per
useful bit for fixed and dynamic code rates.
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Figure 54: Energy per Useful Bit with Dynamic Code Scaling
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3.3.2 Sparse Topology and Energy Management

Sparse Topology and Energy Management (STEM) improves network lifetime by
exploiting the fact that, most of the time, the network is only sensing its environment waiting for
an event to happen. The motivation is that the energy consumption in sensor network is typically
dominated by the node’s communication subsystem. It can only be reduced significantly by
transitioning the embedded radio to a sleep state, at which point the node essentially retracts
from the network topology. Existing topology management schemes have focused on cleverly
selecting which nodes can turn off their radio, without sacrificing the capacity of the network.
For this they exploit extra node density beyond what is needed for communication connectivity.
However, in sensor networks preserving communication capacity at all times is not a good idea.
Alleviating the restriction of network capacity preservation yields extensive energy savings at the
expense of an increased latency to set up multi-hop paths. The basic STEM scheme is based on
using two radios at each node: one is a regular data radio while the other is a wake-up radio. The
goal of having two radios is that the wakeup radio could be much simpler with a much lower
data rate and lower power on the receive side. However, the scheme works even with two
identical radios with no special differentiation in capabilities. It can also work with a single radio
with two channels or a single radio with one channel with time synchronization at some
degradation in performance. In the two-radio scenario, one radio operates in the data plane, and
the other in the wakeup plane. As shown in Figure 55, receivers in the wakeup plane periodically
listen for beacon packets on a very low duty cycle (0.1%). An initiator issues a train of beacon
packets until the target acknowledges. The data packet then commences on the data plane.
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Figure 55: Operation of STEM

As shown in Figure 56, the energy savings for STEM is dependent on the fraction of time the
communications subsystem spends in the forwarding state. In most monitoring sensor systems,
data packets are highly infrequent, so the monitoring state dominates.
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Figure 56: STEM Performance Analysis
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Figure 57 shows STEM performance results from simulation analysis. The approach has been
validated on a testbed consisting of iPAQs equipped with 802.11b radios as the primary data
radio and a mote microsensor with the RFM TR1000 radio acting as the wakeup radio. The
motes were connected to the iPAQs over the serial ports. The STEM algorithm performed as
predicted by the simulation models.
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Figure 57: STEM Simulation Analysis

3.4 Sensor Networking Simulation and Planning Tools

Under the DARPA SensIT program, ISI and UCLA were funded to develop a simulator
for networking protocol and systems analysis of distributed sensor networks called SensorSim.
An ns-based simulation platform was developed that modeled media access control (MAC), link,
and routing protocols used in the SenslIT program. A unique and useful feature of this simulation
tools was the capability to perform hybrid simulation with both real and simulated nodes in the
same network. In this way, a much larger virtual sensor network could exercise an actual
instrumented hardware node with appropriate traffic. The PADS effort extended this SensorSim
simulation infrastructure with several new capabilities, including:

1) A capability to explicitly model the hardware hierarchy of a networked sensor node,
and its power behavior. The original ns simulation tool allows modeling of protocol agents and
application agents at each networked node, but there was no provision of modeling the power
behavior of hardware resources such as the processor, sensors, radio, battery etc. The radio,
processor, sensors, and other power consumers are now modeled as hardware resources that have
multiple states of operation (sleep, idle, active etc.), each with different levels of performance
and power consumption, and time and power costs associated with transitions from one state to
another. Each resource has an associated API so that the higher level systems agents (protocols,
0S, applications) modeled in ns can 1) use the resource for some interval of time, 2) cause the
state of the resource to change, and 3) change their behavior according to system parameters
impacted by the state. On the producer side, the battery model includes the dependence of battery
lifetime on discharge current rate and discharge current profile (constant discharge vs. pulsed
discharge). Datasets for these models were generated from the power characterization from
instrumented platforms such as the Berkeley Mote, iPAQ, and XScale evaluation board.
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2) Modeling of protocol and RTOS level power management. The simulation models of
higher-level agents (e.g. protocols, applications) in this framework can identify the hardware
resources they need, the usage interval, and the state of operation. Thus, the amount of CPU time
and energy used on behalf of a routing protocol is accounted for. Agents incorporate dynamic
power management policies for the various resources, and thereby control the transition between
states. For the radio, power management is a responsibility of the MAC protocol, with
cooperation by the RTOS.

3) Power-aware hybrid simulation/emulation. The simulation framework provides a
unique capability whereby part of the network would consist of simulated nodes, while the rest
of the network would consist of real nodes. Specifically, the framework allows a simulated
network to be connected to a real network of sensor nodes via a gateway so that only the part of
the network whose power and performance needs to be studied in a controlled fashion is
simulated while the real nodes could efficiently abstract the rest.

A diagram of the SensorSim architecture is shown in Figure 58. The models developed under
this effort have been incorporated into the ns network simulator. It is also available at the UCLA
PADS project web site: http://nesl.ee.ucla.edu/projects/pads.
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4 FINAL STATUS REPORT ON
ALGORITHMS

4.1 Introduction

Consistent notion of identifying accuracy/energy “knobs” described in the previous
sections on hardware and software, power aware algorithm development uses the same approach.
In the PASTA effort, the algorithm team realized that there are three distinct phases in power
aware algorithm development: analysis, optimization, and introspection. In the analysis (or
“knobs”) phase, the goal is to identify algorithm input parameters that can be adjusted and
determine their impact on accuracy and energy. In this phase, the input parameters are exposed
to manipulation by the software. In the second phase, other optimizations unrelated to input
parameters are investigated such as eliminating domain transforms or introducing domain
transforms to simplify the computation. The third phase, called introspection, incorporates a
goals-focused “knob” into the algorithm such as accuracy, false alarm-rate, or target power
consumption. The “knob” can be set by the application designer at design time, or adjusted
dynamically in real-time by some rules-based agent monitoring environment activities and
remaining hardware resources (battery lifetime, for example).
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Figure 59: Three Stages of Power Aware Algorithm Development

4.2 Acoustic Beamforming

ISI obtained an acoustic beamforming algorithm from the Army Research Laboratory for
power aware analysis. In addition to the algorithm in MATLAB (and ported to C by MIT), the
application baseline package contained one and two vehicle datasets along with ground truth.
The acoustic array contained a total of seven microphones; six evenly spaced on an 8-foot
diameter circle and the seventh in the center. The acoustic array is shown in Figure 60. With
permission of ARL, ISI distributed this baseline algorithm throughout the PAC/C community.
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Figure 60. ARL Baseline Acoustic Array

4.2.1 Acoustic Beamforming Knobs

Acoustic beamforming algorithms estimate the line of bearing (LOB) to a distant acoustic
emitter by shifting signals from microphones at known relative locations to form beams from
selected directions. The LOB is a byproduct of the optimal reconstruction of the signal from an
emitter by shifting and adding the signals from a number of microphones. The background noise
and sounds from other emitters will be reduced in proportion to the number of microphones. The
accuracy of acoustic beamforming depends on a number of parameters, including: 1) the number
of microphones, 2) number of acoustic samples, and 3) number of beams or search angles. Each
of these parameters has a unique impact on accuracy and energy of the system.
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Figure 61: Beamforming "Knobs"

4.2.1.1 Number of Microphones (M)

The number and placement of microphones is principally a hardware design parameter
but can also be used as an algorithmic parameter by selecting a subset of the signals collected.
The system energy required for beamforming is proportional to the number of microphones, but
there are negligible improvements in accuracy due to adding more microphones at the same
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radius. The analysis is limited to nodes supporting at least two microphones. Although single-
microphone nodes could collaborate to determine the direction to an emitter, this case was not
considered due to the communication requirements to move raw data between nodes, of 10-us
synchronization between nodes, and of 5-mm accuracy in relative positioning of microphones.
Although the ambiguities resulting from two-microphone beamforming would require
collaboration, only a trivial amount of data need be exchanged, synchronization to a fraction of a
second is sufficient, and the required accuracy of relative positioning is similarly relaxed. As
shown in Figure 62, the root mean square (RMS) error for three microphones is approximately
0.2 degrees less accurate than seven microphones.
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Figure 62: RMS Error Versus Number of Microphones

4.2.1.2 Number of Acoustic Samples (S)

The baseline HIDRA platform used in this project had a fixed sampling rate of 1024 Hz,
or 1kHz. The system energy required for beamforming is proportional to the number of samples
simultaneously collected from each microphone. The number of samples collected per second
for each microphone is typically 1 kHz for acoustic tracking of vehicles to facilitate
beamforming with the spectrum above 250 Hz attenuated to filter out wind noise. This was
implemented as an analog anti-aliasing filter. Figure 63 shows the RMS error versus the number
of samples processed. As expected, the accuracy significantly begins to degrade below 128

samples.
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4.2.1.3 Number of Beams (B)

The beam power is computed at a number of evenly spaced search angles, and
interpolated by a parabolic fit to estimate the angle with maximum power. The number of beams
only affects the execution speed of the algorithm, not data acquisition. The system energy for
beamforming is linear with, not proportional to, the number of beams searched. As shown in
Figure 64, the RMS error is nearly constant over 15 beams.
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Figure 64: Accuracy and Energy Versus Number of Beams
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4.2.2 Algorithm Optimizations

In addition to the power aware algorithm “knobs” described above (microphones,
samples, beams), the team investigated the impact of converting from floating point to integer
math and eliminating the data transform to the frequency domain. Since floating point is
emulated in software on the XScale processor, converting to integer math had the most
significant impact on power — approximately 20X. Eliminating the Fast Fourier Transform (FFT)
to the frequency domain and performing a time-domain beamform (Figure 65) yielded another
factor of 1.5X.
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Figure 65: Frequency Domain Beamformer (top) and Time Domain Beamformer (bottom)

4.2.3 Acoustic Line Of Bearing Results

Figure 66 shows the acoustic line of bearing energy according to the RMS error. Using
this “introspection knob”, the desired accuracy or the desired energy can be chosen
independently and the algorithm parameters (number of beams, number of samples, number of
microphones) are adjusted to achieve the best result. It is clear in this graph, that the RMS errors
less than three degrees consume a disproportionate amount of energy. This suggests that an
adaptive multi-resolution search strategy would have a significant impact on total system power.
The blue line (dotted) shows the I1SI algorithm energy performance relative to the original ARL
baseline implementation. The ISI version achieved between 180X and 850X energy
improvement (depending on selected RMS error) on the same hardware.
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Figure 66: Acoustic Line of Bearing Energy Versus RMS Error

Figure 67 plots ISI and ARL location estimates against the GPS-derived ground truth supplied
with the algorithm. The two versions of the algorithm can be tuned to be identical in
performance. The primary difference is that the ISI version can relax accuracy constraints to
conserve more energy.

Figure 67: ISI and ARL LOB Versus Ground Truth

4.2.4 Line of Bearing Performance on HIDRA

The power results reported above were derived from simulation using JouleTrack
developed at MIT. However, that tool doesn’t capture the entire system-level energy picture. 1SI
ported a version of the ARL baseline algorithm and the optimized 1Sl algorithm to HIDRA and
did extensive power analysis in the lab. The next four charts summarize the results. Of
significant interest is that although the processing overhead does indeed virtually disappear with
the ISI optimized algorithm, this results in about a 2X total system improvement because of the
way that HIDRA was architected for data acquisition. In essence, the CPU is idling for most of
the data acquisition window and consuming energy needlessly. A truly power aware microsensor
architecture needs finer power control of all aspects of the system.
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Figure 69: HIDRA Execution Time to Compute 1 Bearing
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4.2.5 Spesuti Island Field Test

In April 2003, the PADS team participated  pms
in a field experiment on Spesuti Island at Aberdeen
Proving Ground, which was organized by BAE
SYSTEMS for ARL. This date was earlier than
expected to be ready with a working field system,
but the team was able to field two instrumented
Rockwell HIDRA nodes to gather three-
microphone acoustic array data for lab
experiments. At this experiment, 1SI also fielded
two prototype IPAQ video nodes for imagery
collection. The team collected 14 vehicle runs of
tracked and wheeled vehicles, totaling about 8
hours. BAE SYSTEMS provided GPS ground
truth. In support of this experiment, Rockwell
Scientific made several modifications, in both 8
software and in hardware, to the HIDRA wireless s
sensor system. Rockewll fabricated a power-
supply board capable of dynamic voltage scaling
for use in conjunction with software-selectable processor-core clock frequency scaling to enable
power-savings modes during low computational demanding periods. In addition to the design of
the power-supply board, a sensor cross-talk issue was debugged and corrected to enable multi-
channel sampling on the HIDRA nodes. For this field test, ISI used new packaging that included
an EMI enclosure (with shielding up to 20 GHz) and environmentally sealed connectors.

4.3 Laplacian Pyramid Image Compression

ISI developed multi-resolution image compaction algorithms capable of compressing images
without loss. Lossy compression isn’t appropriate because it produces image artifacts that would
effect automated target recognition applications. The Laplacian Pyramid format theoretically
allows an image to be transmitted with incrementally increased spatial resolution to enable
remote processing of images at the resolution determined the receiver. The concept is that the
image is successively down sampled by two and subtracted from the previous layer to form a
pyramid. Averaging blocks of pixels during down sampling is a Gaussian blur, the difference is
Laplacian.

Original Image Image Pyramid Laplacian Pyramid
0| 1} 2| 4 0] 1| 2| 4 -1 Oj-1] 1
3] 0f 2| 4 3| of 2| 4 2[-1]-1| 1
4| of 8| o eiles 8 0 ol 5| 4]-4
1| 2| of 8 o ol 8 -3[-2]-4| 4
1] 3 [-2[ o
;| 4 1 1
E

Figure 72: Laplacian Image Coding
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Figure 73: Laplacian Pyramid Image

The Laplacian Pyramid method is described as follows in Figure 74. Performance results are
compared in Figure 75.

Laplacian Pyramid
Method
m Alternate between horizontal and vertical downsampling by 2.
O Pyramid has nearly twice the number of pixels than original image.
0 For pairs of pixels, save average in lower resolution image and encode difference.

[A][B]c][v[E]

m Assume that average of pixel pair (B+C)/2 will be available at decoding
and that previous pixels have already been decoded.

m Estimate difference based on previous pixel and next average
(B-C) ~ (2/T)|A-(D+E)12]

m Force estimated difference to be consistent with current average
OIf [(B+C)/2 <=128], then force |d| < 2[(B+C)/2|
Otherwise foree [d| <511 - 2[(B+C)/2]

= Weight estimate based on how close current average is to line between
previous pixel and next average

Figure 74: The Laplacian Pyramid Method

Estimated Average bits per pixel

Image Orig —B;—C % B+C-A 1&4(:)_2—'4 Pyramid
Lena 7.59 | 4.91 5.07 5.17 4.90 4.74
Boats 7.19| 5.21 5.36 5.42 5.17 5.04
Gold hill | 7.48| 5.01 5.21 5.16 4.92 5.03
Airplane | 6.71| 4.36 4.57 4.41 4.23 4.39
Bridge 7.67| 5.99 6.17 6.20 5.95 6.06

Ly

e

Figure 75: Laplacian Pyramid Results
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5 DELIVERABLES SUMMARY

5.1.1 Task 1: Architectural Approaches
1. Instrumentation board for research platform (RP) with RSC modules.

=  Complete — A small four-channel power instrumentation board has been developed.
The module-level isolation board for RSC nodes is also complete.
2. Fine grain instrumented processor module for RP.

= Complete — We have returned to using the Rockwell HiDRA platform and have wire-
modified some nodes to enable power monitoring.
3. Land Warrior streaming multimedia support.

= Complete.
4. FPGA radio prototypes with basic communication modules (modem only).

= Complete.
5. FPGA radio with RF amplifier and b/w adaptive analog interface.

* FPGA radio has been completed. RF amplifier and b/w adaptive analog interface
deliverable has been abandoned as result of reduction in funding.

6. FPGA radio prototypes with run-time reconfiguration support.

* Complete. Hardware for runtime reconfiguration is available in prototype.
7. Deployable platform (DP) with power aware control “knobs”/monitors.

* This deliverable has been abandoned because of a reduction in funding.
8. DP with advanced RSC processor board and technology from RP.

* This deliverable has been abandoned because of a reduction in funding.

9. RP with sensor-triggered activation to enable ultra-low power sleep mode, and
technology integrated from RP [RSC/ISI: FY03/Q3].

* This deliverable has been abandoned because of a reduction in funding.

5.1.2 Task 2: Middleware, Tools, and Techniques
1. P-A scheduling in RTOS lab demonstration on RP
* Done — demonstrated on two research platforms: iPAQ, XScale.
2. P-A scheduling in RTOS field demonstration on DP.
* This deliverable has been abandoned because of a reduction in funding.
3. P-A resource management lab demonstration on RP.
* Done — Demonstrated on two research platforms: iPAQ, XScale
4. P-A resource management field demonstration on DP.
* This deliverable has been abandoned because of a reduction in funding.
5. RTOS power management simulation tool evaluation.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

* Done — we selected PARSEC simulation language

RTOS power management simulation tool demonstration.

* Done - simulator with multiple scheduling strategies available
RTOS power management simulation tool release.

* Done - already released to UCI.

Integration of SensIT P-A protocols into PAC/C.

* Done - Initial integration done on iPaq with 802.11 radios.
Basic hybrid simulator with gateway to RSC nodes.

* Done - SensorSim released.

Data collection during SensIT field demonstration using software instrumented RSC node
software.

* This deliverable has been abandoned because of a reduction in funding.
Power models of RSC sensor nodes, protocols, and network traffic.

* Models are incorporated in the released version of SensorSim.
Benchmark scenarios based on RSC nodes and SensIT field data.

* This deliverable has been abandoned because of a reduction in funding.
Hybrid simulation/emulation framework release.

* Initial version of SensorSim already released, and is in use by many groups
Tool for power-aware RTOS kernel synthesis with static scheduling.

* This deliverable has been abandoned because of a reduction in funding.
Synthesis tool with support for dynamically scheduled RTOS kernel.

* This deliverable has been abandoned because of a reduction in funding.
P-A network resource allocation simulation demonstration.

e Complete.

P-A network resource allocation on DP, field demonstration.

* This deliverable has been abandoned because of a reduction in funding.

Algorithms for P-A network migration of H/W and S/W functions, demonstration on
network of RP nodes with attached FPGA.

* This deliverable has been abandoned because of a reduction in funding.

Field demonstration of network migration using beam forming and multiresolution sensor
processing algorithms.

* This deliverable has been abandoned because of a reduction in funding.
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5.1.3

Task 3: Algorithms

Algorithm demonstration code in C for compressed image transmission with incremental
resolution based on Laplacian Pyramid.

e Complete.

Multi-resolution acoustic beamforming code and demonstration.

* Complete. ISI has added this code to the ARL distribution CD.
Multiresolution image target classifier code based on neural networks.

* This deliverable has been abandoned because of a reduction in funding.

Multi-resolution, hierarchical sensor cueing and processing algorithm including acoustic
and/or low-res imaging sensor cueing simulator demonstration.

* This deliverable has been abandoned because of a reduction in funding.
Directed high-resolution multi-look image classification/validation demo.
* This deliverable has been abandoned because of a reduction in funding.
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8 LIST OF ACRONYMS

ARL — Army Research Labs

ASK — Amplitude Shift Keying

CODEC - Encoder / Decoder

CPU - Central Processing Unit

DARPA - Defense Advanced Research Projects Agency
DSP - Digital Signal Processor

FEC - Forward Error Correction

FFT — Fast Fourier Transform

FPGA - Field Programmable Gate Array

HAL — Hardware Abstraction Layer

ISI — Information Sciences Institute

LOB - Line of Bearing

MAC — Media Access Control

MIT — Massachusetts Institute of Technology

OOK - On/Off Keying

OS - Operating System

P-A — Power Aware

PAC/C - Power Aware Computing and Communications
PCMCIA — Personal Computer Memory Card International Association
PSK — Phase Shift Keying

QAM - Quadrature Amplitude Modulation

RSC — Rockwell Scientific Company (formerly Rockwell Science Center)
RTOS — Real Time Operating System

STEM - Sparse Topology and Energy Management
TDMA — Time Domain Multiple Access

T1 — Texas Instruments

UCLA - University of California, Los Angeles

USC - University of Southern California

VLSI — Very Large Scale Integrated
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Abstract—In  wireless
efficiency is

sensor networks, where energy
the key design challenge, the energy
consumption is typically dominated by the node’s
communication subsystem. It can only be reduced
significantly by transitioning the embedded radio to a sleep
state, at which point the node essentially retracts from the
network topology. Existing topology management schemes
have focused on cleverly selecting which nodes can turn off
their radio, without sacrificing the capacity of the network.
We propose a new technique, called Sparse Topology and
Energy Management (STEM), that dramatically improves
the network lifetime by exploiting the fact that most of the
time, the network is only sensing its environment waiting for
an event to happen. By alleviating the restriction of network
capacity preservation, we can trade off extensive energy
savings for an increased latency to set up a multi-hop path.
We will also show how STEM integrates efficiently with
existing topology management techniques.
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1. INTRODUCTION
Sensor Networks

Sensor nodes are autonomous devices equipped with heavily
integrated sensing, processing, and communication
capabilities [1][2]. When these nodes are networked
together in an ad-hoc fashion, they form a sensor network.
The nodes gather data via their sensors, process it locally or
coordinate amongst neighbors and forward the information
to the user or, in general, a data sink. Due to the node’s
limited transmission range, this forwarding mostly involves
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using multi-hop paths through other nodes [3]. It is
important to point out that a node in the network has
essentially two different tasks: (1) sensing its environment
and processing the information, and (2) forwarding traffic as
an intermediate relay in the multi-hop path.

Such sensor networks find applicability in wildlife
observation, smart office buildings, and applications such as
battlefield or disaster area monitoring. They are also
considered to establish sensor grids on distant planetary
bodies, relaying information to the interplanetary Internet. In
addition, future large-scale networks of resource limited
satellites are likely to be governed by similar principles and
can benefit from the design methodologies developed for
sensor networks.

The major design challenge for this type of networks is to
increase their operational lifetime as much as possible,
despite the limited energy supply of each node [1][2][3].
Indeed, to provide unobtrusive operation, sensor nodes are
miniature devices and, as a result, operate on a tiny, non-
replaceable battery. Energy efficiency is therefore the
critical design constraint.

In terms of energy consumption, the wireless exchange of
data between nodes strongly dominates other node functions
such as sensing and processing [1][3][4]. Moreover, the
radio consumes almost as much energy in receive and idle
mode as it does in transmit mode [4]. Significant energy
savings are only obtainable by putting the node in sleep
mode, essentially disconnecting it from the network and
changing the topology. This has severe repercussions, as
sleeping nodes can no longer function as relays in multi-hop
paths.

Topology Management

The goal of topology management is to coordinate the sleep
transitions of all the nodes, while ensuring adequate network
connectivity, such that data can be forwarded efficiently to



the data sink. Existing topology management schemes try to
do just that: they remove redundancy in the network
topology while trying to conserve the data communication
capacity [5][6]. Due to this restriction of sacrificing as little
of the forwarding capacity as possible, the gains of these
schemes are relatively modest, even for extremely dense
networks. The underlying reasoning is that they implicitly
assume the network has data to forward, which we refer to
as being in the ‘transfer state’.

However, most of the time, the sensor network is only
monitoring its environment, waiting for an event to happen.
For a large subset of sensor net applications, no data needs
to be forwarded to the data sink in this ‘monitoring state’.

Consider for example a sensor network that is designed to
detect brush fires. It has to remain operational for months or
years, while only sensing if a fire has started. Once a fire is
detected, this information should be forwarded to the user
quickly. Even when we want to track how the fire spreads, it
probably suffices for the network to remain up only for an
additional week or so. It is clear that although the transfer
state should be energy efficient, it is far more important for
the monitoring state to be ultra-low power, as the network
resides in this state most of the time. Similar observations
hold for applications such as surveillance of battlefields,
machine failures, room occupancy, or other reactive
scenarios, where the user needs to be informed once a
condition is satisfied.

Of course, different parts of the network could be in
monitoring or transfer state, so, strictly speaking, the ‘state’
is more a property of the locality of node, rather than the
entire network. We also note that the network probably
needs to transition to the transfer state periodically to
exchange network management and maintenance messages

[].

Nevertheless, these sensor networks often spend the vast
majority of time in the monitoring state. It is therefore
critical to optimize the network’s energy efficiency in this
state as much as possible, beyond what is accomplished by
existing topology management techniques.

We acknowledge that sensor networks could also be
designed to periodically send updates to the data sink, or, in
general, reside in the monitoring state much less frequent. In
this case, the technique presented in this paper is expected to
be much less useful. Yet, we foresee that the majority of
sensor network applications and scenarios would have
significant periods without data forwarding activity, and as
such greatly benefit from the topology management
technique we will present here.

Our Contributions

We observe that in the monitoring state, which we expect to
be predominant, the requirement of capacity preservation is
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no longer pertinent. Instead, nodes only need the ability to
wake up neighbors to perform coordinated sensing or set up
a path, with a reasonable latency. As such, the network
topology can be much sparser, and nodes spend more time
sleeping.

In principle, the communication capacity could be reduced
to virtually zero, by turning off the radios of all nodes (i.e.,
putting them in the sleep mode). Note that the sensors and
processor can be on at that time, since they are much less
power hungry than the communication subsystem. As soon
as events are detected, however, nodes need to be woken up
quickly to set up the multi-hop communication path to the
data sink. This requires nodes to communicate with each
other, but this is only possible if they have their radio turned
on. We obviously have two contradictory requirements here:
on the one hand, nodes should be in sleep mode as often as
possible when they are in the monitoring state, yet they
should receive requests of other nodes to return to the more
active transfer state.

In this paper, we propose a new topology management
scheme, called STEM (Sparse Topology and Energy
Management). It trades off energy consumption in the
monitoring state, versus latency of switching back to the
transfer state. The resulting energy savings have a significant
impact on the network lifetime, which is extended in
addition to and beyond existing approaches.

Prior Work

For sensor networks, two alternative routing approaches
have been considered: flat multi-hop and clustering.
Although STEM is applicable to both of them, we mainly
focus on flat multi-hop routing [3][7][8]. For clustered
approaches [9], which are possibly hierarchical, our scheme
can be used to reduce the energy of the cluster heads,
although the gains are expected to be less dramatic here.

Recently, topology management techniques, called SPAN
[5] and GAF [6], have been proposed for flat multi-hop
routing. They operate on the assumption that the network
capacity needs to be preserved. As a result, the energy
consumption is approximately the same whether the network
is in the transfer or monitoring state, as no distinction is
made between them. In contrast, STEM dramatically
improves the energy efficiency in the monitoring state, far
beyond what is achieved by SPAN and GAF alone, which
can still be used in the transfer state. We can thus claim that
STEM is in a way orthogonal to these existing techniques.

In SPAN [5], a limited set of nodes forms a multi-hop
forwarding backbone, which tries to preserve the original
capacity of the underlying ad-hoc network. Other nodes
transition to sleep states more frequently, as they no longer
carry the burden of forwarding data of other nodes. To
balance out energy consumption, the backbone functionality
is rotated between nodes, and as such there is a strong



interaction with the routing layer. Unlike SPAN, STEM
does not try to conserve capacity, resulting in greater energy
savings, and also does not impact routing.

Geographic Adaptive Fidelity (GAF) [6] exploits the fact
that nearby nodes can perfectly and transparently replace
each other in the routing topology. The sensor network is
subdivided into small grids, such that nodes in the same grid
are equivalent from a routing perspective. At each point in
time, only one node in each grid is active, while the others
are in the energy-saving sleep mode. Substantial energy
gains are, however, only achieved in very dense networks.
We will discuss this issue further on in this paper, when we
integrate STEM with GAF.

An approach that is closely related to STEM is the use of a
separate paging channel to wake up nodes that have turned
of their main radio [10]. However, the paging channel radio
cannot be put in the sleep mode for obvious reasons. This
approach thus critically assumes that the paging radio is
much lower power than the one used for regular data
communications. It is yet unclear if such radio can be
designed. STEM basically emulates the behavior of a paging
channel, by having a radio with a low duty cycle radio,
instead of a radio with low power consumption.

2. SPARSE TOPOLOGY MANAGEMENT

Basic Concept

In the application scenarios we consider in this paper, the
sensor network is in the monitoring state the vast majority of
its lifetime. Ideally, we would like to only turn on the
sensors and some preprocessing circuitry. When a possible
event is detected, the main processor is woken up to analyze
the data in more detail. The radio, which is normally turned
off, is only woken up if the processor decides that the
information needs to be forwarded to the data sink.

Now, the problem is that the radio of the next hop in the
path to the data sink is still turned off, if it did not detect that

Power

Sleep

t3

same event. As a solution, each node periodically turns on
its radio for a short time to listen if someone wants to
communicate with it. The node that wants to communicate,
the ‘initiator node’, sends out a beacon with the ID of the
node it is trying to wake up, called the ‘target node’. In fact,
this can be viewed as the initiator node attempting to
activate the link between itself and the target node. As soon
as the target node receives this beacon, it responds to the
initiator node and both keep their radio on at this point. If
the packet needs to be relayed further, the target node will
become the initiator node for the next hop and the process is
repeated.

Dual Frequency Setup

Once both nodes that make up a link have their radio on, the
link is active, and can be used for subsequent packets. In
order for actual data transmissions not to interfere with the
wakeup protocol, we propose to send them in different
frequency bands using a separate radio in each band. Sensor
nodes developed by Sensoria Corporation [11], for example,
are already equipped with a dual radio.

Figure 1 shows the proposed radio setup. The wakeup
messages, which were discussed in the subsection above, are
transmitted by the radio operating in frequency band f;. We
refer to these communications as occurring in the ‘wakeup
plane’. Once the initiator node has successfully notified the
target node, both nodes turn on their radio that operates in
frequency band f;. The actual data packets are transmitted in
this band, or what we call the ‘data plane’.

Wakeup plane: f;
>
ﬁ Data plane: f; %

Figure 1 — Radio setup of a sensor node

fi

t, Time
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ts Time

Figure 2 — State transitions of STEM for a particular node
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STEM Operation

Figure 2 presents an example of typical radio mode
transitions for one particular node in the network. Some
representative power numbers for the different modes are
summarized in Table 1. These numbers correspond to a 2.4
Kbps low-power RFM radio using OOK modulation, with
an approximate transmit range of 20 meters [4].

Table 1. Radio power characterization

Radio mode Power consumption (mW)
Transmit (Ty) 14.88
Receive (Ry) 12.50

Idle 12.36

Sleep 0.016

At time t;, the node wants to wake up one of its neighbors
and thus becomes an initiator. It starts sending beacon
packets on frequency f;, until it receives a response from the
target node, which happens at time t,. At this moment, the
radio in frequency band f; is turned on for regular data
transmissions. Note that at the same time, the radio in band
/7 still wakes up periodically from its sleep state to listen if
any nodes want to contact it. After the data transmissions
have ended (e.g. at the end of a predetermined stream of
packets, after a timeout, etc.), the node turns its radio in
band f; off again. At time t4, it receives a beacon from
another initiator node while listing in the f; band. The node
responds to the initiator and turns its radio on again in band

S B, B, B,

Beacon
packets

In order for the target node to receive at least one beacon, it
needs to turn on its radio for a sufficiently long time,
denoted as Ty,. Figure 3 illustrates the worst-case situation
where the radio is turned on just too late to receive the first
beacon. In order to receive the second beacon, T, should be
at least as long as twice the transmit time B; of a beacon
packet, plus the inter-beacon spacing B, that is required to
allow the target node to respond.

3. THEORETICAL ANALYSIS

Setup Latency

Before simulating our protocol, we first develop a
theoretical model of the system performance. We define the
setup latency Ts of a link as the interval from the time the
initiator starts sending out beacons, to the time the target
node has responded to the beacon. Typically the target and
originator node are not synchronized, which means that the
beacon sending process starts at a random point in the cycle
of the target node. As a result, the start of the first beacon is
distributed uniformly random in interval 7. Figure 4 shows
the values of Ts, normalized versus B;,, = B; + B,, for
different start times of the beacon sending process.

It is clear that T only takes on integer multiples of B;.,, as
this is the time it takes to send a beacon and receive the
response to it. For the region that is labeled i in Figure 4, the
setup latency is equal to i*B;.,, since beacon i is the first one
to fall entirely within the interval of length Tk, when the
target node’s radio is on. The probability of being in region
i is equal to the length of that region divided by 7. As a
result, for T > Tp,, the statistics of T can be derived from
Figure 4 as:

T, —B
P(Ty=B,,)=—" L
T
B, _
P(Tszk.BHz): T k=2.K (1)
P(Tg=(K+1)eB,,,)= T—-KeB,, —]]:RX+B1+B1+2

Figure 4 — Analysis of the setup latency
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Based on these equations, we calculate the average setup
latency 7 for a link. To simplify the expressions, we select
Tk, equal to its minimum value (see Figure 3):

Ty =B, +B ©)

1+2

In this case, (1)-(2) reduce to:

PU}:ko&ﬂ):Bgz k=1.K
T—-KeB “
P(Ty = (K +1)B,;) ===
K:LTJ:T_(g “
Bl+2 Bl+2

The average setup latency per hop can be derived from (4)
as being equal to (6), where Jis defined in (5).

2
TS _ T+231+z fh—z .5.(1 5) (6)

If T is an integer multiple of B, this expression simplifies
to:
f T+Bl+2

T2 O]

Equations (6) and (7) are valid on condition that 7> Tk,. For
the special case when there is no sleep period, T = T, and
the average setup delay is equal to:

T.-B @®)

1+2

Energy Savings

The total energy consumed by a node during a time interval ¢
can be broken up into two components, one for each
frequency band.

E E transfer (9)

wode = E wakeup T
Equation (10) details the energy consumption in the wakeup
plane. The first term accounts for the listening cycle, where
Poge is given by (11). In this equation P, is a
combination of idle and receive power. Since both are very
similar, see Table 1, we can approximate P(),wde by Pig.- The
second term in (10) represents the energy consumption of
transmitting beacon and response packets (Py,, is thus a
combination of transmit, receive and idle power).

E = Brode 8 = Lieup) F Py ®sensy (10)

wakeup
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:leep .(T )+ nnde TR\'
node — T

(11)

The energy consumption in the transfer plane is given by
(12). In this equation, #4,, is the total time the radio is turned
on in the transfer plane for communicating data. As a result,
P,... contains contributions of packet transmission, packet
reception and idle power.

E = Pr[eep ‘( dara) + Pdara data (12)

transfer

Without topology management, the total energy would be
equal to (13). Although P,,, also contains contributions of
P4, we have chosen to split up the energy consumption in
analogy with (12) for ease of comparison. The main
difference is that the radio is never in the energy-efficient
sleep state here.

EZ;:JZJW =Py o1— tdam)+ P,

]
ata tdam

(13)

The gain in terms of energy obtained by using STEM is the
difference between (13) and (9):

original
. E}’l(]d£ E}’l(]d£ - Enode
14
(Pdl( xlup nod@') o — ( idle — Yl(’(’p ) .tdata ( )
- (Psetup - [)node-) .tse/up

Since we consider scenarios where the node is in the
monitoring state most of the time, we can roughly disregard
tgara A0ty By ignoring the minute power of the sleep
state and substituting P’ s in (11) by P4, We approximate
(14) as:

° E:zode Bdle o .(1_%) (15)

Furthermore, by also ignoring f4, in (13), we can
reasonably approximate the relative gain in terms of energy
as:

E -E node 1- T, Rx
+ Loode = Eorlgma[ T

node

(16)

From (6) and (16), we can derive the general relationship
between the setup latency and the relative energy gain for a
node. For the special case where T is an integer multiple of
Bj.,, as in (7), this relationship is given by:
=1- T Rx

E =
node 2 .T B

(17)

1+2

Since the node has a finite battery capacity, these energy
savings directly correspond to the same relative increase in
the lifetime of a node, which ultimately results in a
prolonged lifetime of the sensor network.



4. PERFORMANCE EVALUATION

Simulation Setup

In this section, we verify our algorithm through simulations,
which were written on the Parsec platform, an event-driven
parallel simulation language [12]. We distribute N nodes
randomly over a square field of size L x L and each of them
has a transmission range R.

For a uniform network density, the probability O(n) for a
node to have n neighbors in a network of N nodes is given
by the binomial distribution of (18), when edge effects are
ignored. In this equation, Q is the probability of a node
being in the transmission range of a particular node, given
by (19). We use the symbol Q in this paper for probabilities,
to avoid confusion with power (denoted by P).

N-1
O(n) =0z «(1-0)"" { . j (18)

_ 7R’
=5

Or 19

For large values of N, tending to infinity, this binomial
distribution converges towards the Poisson distribution (20)
[13]. The network connectivity is thus only a function of the
average number of neighbors of a node, denoted by
parameter . .

n

O(m) == -ec” (20)

N
: =?075R2 @21

Since the traffic communication patterns depend solely on
the network connectivity, we only have to consider . and
not N, R and L separately. We have verified this statement
through simulations, and therefore can characterize a
uniform network density by the single parameter . .

In our simulations, we have chosen R = 20 m, which
corresponds to the numbers in Table 1. The area of the
sensor network is such that for N = 100, we have . = 20.
Furthermore, our setup includes a CSMA-type MAC, similar
to the DCF of 802.11. Table 2 lists the other simulation
settings, where Ljeucon aNd Lyegponse are the sizes (including
MAC and PHY header) of the beacon and the response
packets respectively.

Table 2. Simulation settings

R 20 m R, 2.4 Kbps

L 7927 m B, 150 ms
Livacon 144 bits The 225 ms
Lyesponse 144 bits
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The node closest to the top left corner detects an event and
sends 20 information packets of 1040 bits to the data sink
with an inter-packet spacing of 16 seconds. This process will
therefore take about ¢ = 320 seconds. The data sink is the
sensor node located closest to the bottom right corner of the
field. We have observed that the average path length is
between 6 and 7 hops. All reported results are averaged
over 100 simulation runs.

Simulation Results

Figure 5 shows the average setup latency per hop as a
function of the wakeup period 7. The dashed curve with the
markers is obtained via simulations, while the top solid
curve corresponds to (6). There is a constant offset, which is
due to the fact that the transmission time of a beacon and
response packet is actually 120 ms, while the beacon period
B;+> was chosen conservatively to be 150 ms. The actual
setup latency is thus comprised of a number of B, ., periods,
plus the time to transmit a beacon and receive the response,
which is about 30 ms less than what is calculated
theoretically in (6). From Figure 5, we observe that if we
correct (6) by subtracting 30 ms, the correspondence to
simulations is indeed very close.

15}
—— Theory
TS (s) -e-- Simulation
1.2¢
09/
06}
03}
0 0.5 1 15 2 25 3

T (s)
Figure 5 — Average setup latency

In Figure 6, the total energy is plotted versus the normalized
observation interval #/. As a basis for comparison, we
included the curve for a scheme without topology
management, which corresponds to (13). In this case, there
is only one radio, which can never be turned off. The other
dashed curves represent the performance for STEM with
different values of 7. The theoretical results, plotted using
solid lines, are obtained by multiplying the curve without
topology management by (1-. E), see (16).

For all values of ¢, the same number of packets is sent,
meaning that the duration of the transfer state is kept
constant, and is approximately equal to # . When ¢ increases,



the monitoring state becomes more predominant. As a result,
tiaa A0 tiep, in (10), (12), (14) are negligible for large ¢,
such that the simulated values start approaching the
theoretical ones. We observe that STEM results in energy
savings when ¢ > 2+, which means that the network should
reside in the monitoring state 50% or more of the time.

[ — simulation
L === Theory

Y Without STEM

AN T =600 ms
T=1200 ms |

7 =3000 ms

R S LR T T
L
t*
Figure 6 — Relative energy savings versus the total

observation interval ¢

Figure 7 explicitly shows the tradeoff between energy
savings and setup latency. The solid theoretical curves are
obtained from (16) and (6), with and without the correction
that was introduced in Figure 5. We have plotted the
simulated results for values of the different observation
period z.
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0.7} LI
= 2
0.6/ ¢/t =10
05/
" ) Lol .,
0.3 A - \
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0 1 2 3 a - i
T
T,

Figure 7 — Simulated energy — setup latency tradeoff

For large ¢, the simulated performance converges to the
theoretical one. This corresponds to a regime where the
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monitoring state heavily dominates the transfer state, which
is the focus of this work. We note, however, that STEM can
also be valuable if outside this regime (i.e., for smaller
values of 7), although the gains are much less pronounced in
this case.

5. COMBINING STEM AND GAF

As mentioned in the introduction, existing topology
management schemes, such as GAF and SPAN, coordinate
the radio sleep and wakeup cycles while ensuring adequate
communication capacity. STEM can be viewed as being
orthogonal to these schemes, and additional gain is achieved
by considering combinations STEM-GAF or STEM-SPAN.
In this work, we specifically focus on the interaction
between STEM and GAF.

GAF Behavior

In this subsection, we discuss plain GAF, i.e., without
STEM. The GAF algorithm is based on a division of the
sensor network in a number of virtual grids of size r by 7,
see Figure 8. The value of r is chosen such that all nodes in
a grid are equivalent from a routing perspective [6]. This
means that any two nodes in adjacent grids should be able to
communicate with each other. By investigating the worst-
case node locations depicted in Figure 8, we can calculate
that » should satisfy (22) [6].

r=% (22)
|<_r>| |
BN R R
]
————— A L5

Figure 8 — GAF grid structure

The average number of nodes in a grid, M, is given by (23).
By combining this with (22), we can see that M should
satisfy (24). The average number of nodes in a grid is thus
fairly low. Even if » satisfies (22) with equality, which we
assume to hold for the remainder of this paper, M is smaller
than 2 for densities of . = 31. To put this into perspective, .
= 31 corresponds to a topology where each node has 31
neighbors on average.

M=o (23)

M= (24)

Since all nodes in a grid are equivalent from a routing
perspective, we can use this redundancy to increase the



network lifetime. GAF only keeps one node awake in each
grid, while the other nodes put their radio in the sleep mode.
To balance out the energy consumption, the burden of traffic
forwarding is rotated between nodes. For simplicity, we
ignore the unavoidable time overlap of this process
associated with handoff. If there are m nodes in a grid, the
node will (ideally) only turn its radio on 1/m™ of the time
and therefore will last m times longer. However, equation
(24) shows that the redundancy is rather low on average,
even for fairly dense networks.

When distributing nodes over the sensor field, some grids
will not contain any nodes at all. We use . to denote the
fraction of used grids, i.e., which have at least one node. As
a result, the average number of nodes in the used grids is
equal to M, given by:

M

M>=— (25)

The average power consumption of a node using GAF,
P%F | is equal to (26). In this equation, P,, is the power

node
consumption of a node if GAF would not be used. It thus
contains contributions of receive, idle and transmit mode, as
the node would never turn its radio off. With GAF, in each
grid only one node at a time has its radio turned on, so the
total power consumption of a grid, Py, is virtually equal to
P,, (neglecting the sleep power of the nodes that have their
radio turned off). Since M’ nodes share the duties in a grid
equally, the power consumption of a node is //M’ that of the
grid, as in (26).

PoAF — Pon — P, grid

node (26)
M> M>

The average relative gain in energy for a node is thus given
by:

P, ot— P o 1

node =1-

P ot M>

on

node

27

Alternatively, we see that the lifetime of each node in the
grid is increased with the same factor M’. As a result, the
average lifetime of a grid, Zgri o e the time that at least one

node in the grid is still alive, is given by (28), where #,,4. is
the lifetime of a node without GAF. We can essentially view
a grid as being a ‘virtual node’, composed of M’ actual
nodes.

tgrid = oM>

g (28)

node

Note that p%!" and Zgri ,» Which are averages over all grids,

only depend on M’ and not on the exact distribution of
nodes in the used grids! Of course, the variance of both the
node power and the grid lifetime depends on the
distribution. If we would have full control over the network
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deployment, we could make sure that every used grid has
exactly M’ nodes, which minimizes the power and lifetime
variance.

For the special case of a random node distribution, we now
calculate the statistics exactly. The probability Q(m) of
having a grid with m nodes is given by (29). The derivation
is analogous that the one leading to (20).

0= ee @)
In this case, the fraction . of used grids is equal to:
L =1-0(0)=1-¢™" (30)
The probability of having m nodes in a used grid is given by:
m M" M
T e L)

We also know that the probability that power of a node is
equal to //m™ of that in a grid, is the same as the probability
of a node being in a grid with m nodes:

3 m.Q(m) B Mmfl
M (m-1)!

P, ,
Q(PGAF= gd) M

node

(32)

Alternatively, equation (33) gives the probability that the
lifetime of a grid is m times that of an individual node.

M e
Q(tgrid = tzzode .m) = Q(m‘m = 1) = .;,M
m! l-e

m

(33)

We can verify from (32) and (33) that the average values of
PS4 and t,,,, are indeed equal to (26) and (27) respectively.

node

Interaction of STEM and GAF

As mentioned before, GAF essentially places one virtual
node in each grid, and the physical nodes alternatively
perform the functionalities of that virtual node. From this
perspective, combining GAF with STEM is straightforward
by envisioning the virtual node as running STEM. In real
life, nodes alternate between sleep and active states, as
governed by GAF. The one active node in the grid, runs
STEM in the same way as described in section 2. The only
difference is that now the routing protocol needs to address
virtual nodes (or grids) instead of real nodes.

This insight allows us to directly modify the expressions of
section 3 to similar ones for the combination of STEM-
GAF. In particular, (16) becomes (34), where the statistics
of m are given by (32).

node

(34



When considering the average behavior over all grids, we
get:

1 T
E, . =1-—ef
node M> T (35)

If T is an integer multiple of B;.,, we can combine (35) with
(7) to obtain the following tradeoff between energy savings
and setup latency:

TR

1 !
E . =1—— —
i M> (2 ‘Ts _Bl+2) (36)

Figure 9 plots this tradeoff for different values of M’. As
argued before, these curves are independent of the exact
node distribution, but only depend on M.

E
0.8/
+* MJ_3 O
/¢ M =25
0.6/
M’ =20
o +
M =15
04!
o M’ =1.0 (STEM
4 alone)
0.2/
0 of- | } !
0 1 2 3 4 5 E 6
GAF alone Ty,

Figure 9 — Theoretical energy — setup delay tradeoff

The solid curves are based on (6) and (35). They therefore
represent the behavior as averaged over the different grids,
for any 7 > Ty,. On these curves, the ‘+’ markers are points
obtained from (36), where 7 is an integer multiple of B.,.

The circles mark the limiting case where the wakeup-plane
radio is always on (7 = Tg,). This case corresponds to a
traditional paging channel setup, where a separate paging
radio is used to wake up the main data radio [10]. Of course,
this only makes sense if the paging radio is substantially
more energy efficient than the main one. By looking at (27)
and (35), we notice that in this case the energy savings are
also the same as those of pure GAF, without STEM, which
corresponds to intuition. The circles can therefore be viewed
as the (energy) behavior of GAF as well, although, strictly
speaking, the setup latency does not have any true meaning
here.

By comparing (16) and (35), we note that the curve with M’
= 1 can also be viewed as representing the case of STEM
without GAF, where essentially no node redundancy is

exploited. So, besides the combination of STEM-GAF,
figure 9 also shows the behavior of GAF without STEM
(circles) and of STEM without GAF (curve with M’ = 1).

We notice that by allowing more setup latency, the energy
savings can be increased considerably beyond what is
achievable by GAF alone. For a uniform node deployment,
the values of M’ in Figure 9 translate to M and . as given by
(21), (23) and (25). Table 3 lists the values of these
parameters for the curves of Figure 9.

Table 3. Density mapping for
a uniform node distribution

M’ M .
1.0 0 0
1.5 0.87 13.7
2.0 1.59 25.0
2.5 2.22 35.0
3.0 2.82 443

Note that for moderate node densities (. < 25), the average
redundancy in a used grid is fairly low. As a result, GAF
alone only results in moderate energy saving, below 34%.
On the other hand, by incorporating STEM, we can achieve
savings of more than 93%! In other words, the energy is
reduced to 66% of the original value by GAF and to a mere
7% by also using STEM. The penalty is of course an
increased setup delay.

6. CONCLUSIONS

In this paper, we have introduced STEM, a topology
management technique that trades off power savings versus
path setup latency in sensor networks. It emulates a paging
channel by having a separate radio operating at a lower duty
cycle. Upon receiving a wakeup message, it turns on the
primary radio, which takes care of the regular data
transmissions.

Our topology management is specifically geared towards
those scenarios where the network spends most of its time
waiting for events to happen, without forwarding traffic.
STEM leverages the fact that, while awaiting events, the
network capacity can be heavily reduced, resulting in energy
savings.

We have shown that STEM integrates directly with other
topology management schemes such as GAF, and results in
energy savings above and beyond these existing techniques.
Compared to a network without topology management, a
combination of GAF and STEM can reduce the energy
consumption to a mere 7%. Alternatively, this results in a
node lifetime increase of a factor 14! However, these
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benefits come at the cost of increased setup latency, which is
linearly proportional to the number of hops in the multi-hop
path. It will depend on the specific applications, how much
latency is allowed, and therefore how far the energy
consumption can be scaled down.

Analyzing the interaction of STEM and SPAN is a topic of
future research. Another issue worth investigating is how
power control strategies can be incorporated into topology
management.
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1. INTRODUCTION

Recent advances in low-power embedded processors, radios,
and micro-mechanical systems (MEMs) have made possible the
development of networks of wirelessly interconnected sensors.
With their focus on applications requiring tight coupling with
the physical world, as opposed to the personal communication
focus of conventional wireless networks, these wireless sensor
networks pose significantly different design, implementation,
and deployment challenges. Their application-specific nature,
severe resource limitations, long network life requirements, and
the presence of sensors lead to interesting interplay between
sensing, communications, power consumption, and topology
that designers need to consider. Existing tools for modeling
wireless networks focus only on the communications problem,
and do no support modeling the power and sensing aspects that
are essential to wireless sensor network design. In this paper, we
present a set of models and techniques that are embodied in a
simulation tool [1] for modeling wireless sensor networks. Our
models are derived with detailed power measurements involving
2 different types of sensor nodes representing two extremes;
high-end WINS nodes [2] by Rockwell and low-end
experimental nodes that we have built. The WINS nodes have a
StrongARM S1100 processor and a 100m-range radio and can
carry a wide variety of sensors. The experimental nodes feature
an AVR 90LS8535 microcontroller from Atmel and a low
power radio 20m-range from RFM Monolithics and a similar to
the COTS nodes from UC Berkeley [3].

To instrument sensor network scenarios in a simulation
environment, more features need are also introduced. The notion
of a sensing channel is used to propagate stimuli to the sensors.
Target models are responsible for generating the stimuli that
trigger the sensors, which in turn become communication traffic
towards a central base station. All these actions affect power
consumption, which directly affect the useful lifetime of the
network. Since power consumption is a crucial factor we focus
our study on empirical measurements of power consumption on
sensor nodes that can be use to produce accurate models in a
simulation environment. The sections that follow provide a brief
overview of the sensor node and battery models and present the
results of our power measurements.

2. SENSOR NETWORK AND NODE
MODELS

A sensor network is modeled as a set of heterogeneous entities.
Sensor nodes deployed over the area of interest are triggered by
a certain set of stimuli that eventually result in a sensor report
that is transmitted to a remote base station. Following this
paradigm in a simulation environment, three main types of
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sensor nodes need to be created supported: 1) target nodes that
stimulate the sensors, 2) sensor nodes to monitor events and 3)
user nodes that query the sensors and are the final destination of
the target reports.

The most interesting model is that of the sensor node. In
addition to the communication protocol stack, this node model
also includes a sensing stack that provides the interface to the
sensor physical layer. The two stacks are connected together
with an application layer, and together they constitute the
algorithmic component of the node. To model power
consumption, power models of the individual components are
provided together with a battery model. As the protocols
execute on the hardware, a corresponding amount of energy is
depleted from the battery. Figure 1 provides an overview of the
node model. This provides a flexible parametrizable model that
can be applied to different sensor node architectures. The
challenge in achieving an accurate sensor node model is to
understand how the node consumes power.

Functional Badel
Sensor Node

r narr Stark?

Senant Stankd I

Senarr Stark] ‘
|

ADC (Sensor)

Wireless Charmel Sereor Channel3

Senaor Charmel2

Sensor Charmell

Figure 1 Sensor Node Model

3. BATTERY MODELS
3.1 Linear Battery Model

In this model, the battery is treated as linear bucket of energy.
The maximum capacity of the battery is achieved regardless of
what the discharge rate is. Such a model allows the user to
examine the efficiency of applications by providing a simple
metric of energy consumption. The remaining capacity after



Table 1 CPU Measurements for WINS and
Exnerimental Nodes

CPU Sensor WINS Experimental Node
Current Power Current Power
Aetive On 42 23mb 38 0m W 2 9md B mW
Sleep Cn T O0mA GAm W 1.9ma 5.9m W
Off Cn 2.6mh 23.8mW A HiA
Power Power 100ps 0.3mW 1pd kY
Down Down

Table 2 WINS Radio Measurements

Radio Tx Power Current Drawn | Power Consumed

MMode (mW) (mA) (mW)
T=x 0.12 43,64 385.99
Tx= 0.16 43.68 386.35
Tz 0.22 4382 287 61
T= 0.30 43.95 388.77
Tx 0.44 44.14 400.43
Tx= 0.5 45.5 412 68
T=x 1.32 45.95 416.72
Tx 1.78 45.86 424.87
Tx 251 4777 433,032
Tx 3.47 48.68 441.18
Tx= 10.00 59.58 538.63
Tx 13.80 63.23 571.02
Tx 12.05 68.23 61543
Tx= 27.54 73.68 663.70
Tz 36.31 75.14 711.54
Ex 41.41 375.86
Tdle 28.68 3514

Table 3 RFM Radio Measurements

IMode | Power
Level

QOK Modulation ASK Modulation

my mA mwW mA miw mA mW mA mW

Tz 07368 | 495 14.85 | 5.22 1567 | 563 1685 | 5985 1776

Tz 0.5506 | 4.63 1396 1486 1462 | 527 1580 | 563 16.85

Tx 03972 | 4.22 1276 | 4.4% 13.56 [ 4.%0 1475 | 518 15.54

Tx 0.3307 | 4.04 12.23 | 4.36 1316 |47 14.35 | 504 15.15

Tz 0.2396 | 3.77 11.43 | 4.04 12.23 | 445 13.43 | 4.77 14.35

Tz 0.0575 | 3.13 9.54 340 1035 381 11.56 | 4.08 12.36

Rx |- 413 [1250 413 [1250 |413 |1250 [413 [12350

e |- 408 | 1236|408 [1235 |408 | 1236 [408 | 1236

Skeep | - D005 [0016 [0005 [0016 [0005 [0016 [0005 0016

operation duration of time #, can be expressed by following

equation. Remaining capacity (in Amp*Hour) =
tyt+it,

U=U"- J’ I(t)dt » where U’ is the previous capacity and
t=t,

1(?) is the instantaneous current drawn from the sensor node at

time 7.

3.2 Discharge Rate Dependent Model

The maximum battery capacity is very much dependent on the
discharge rate or the rate at which the current is withdrawn from
the battery. At high discharge rates, the battery capacity is
significantly reduced. To consider this effect of discharge rate
dependency, we introduce factor k£ which is the battery capacity
efficiency factor that is determined by the discharge rate. The
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definition of £ is, k= , where C4 is the effective battery

tot
capacity and C,, is the total rated capacity of the battery with
both terms expressed in unit of Ampere*hour(Ah).

3.3 Relaxation Model

Real-life batteries exhibit a general phenomenon called
"relaxation". The relaxation occurs when the discharge current
from the battery is cutoff or reduced after draining the battery at
high discharge rate. As the discharge rate of the battery drops,

—a— 2 dkphs OOk
—m— 2 4kbps ASH
18 A —a&— 19 2kbps OOK
—x— 19 2kbps ASK

—»— Receive hMode

-
m
1

14 4

\\\\

sleep mode power = 00161 W
=] T T T T T v
0.0979 02396 03307 03972 055068 07365

-
[ §]
1

Consumed Power (i)

Figure 2 RFM Radio Power Comparisons

the battery’s cell voltage recovers, and the battery has a chance
to recover the capacity lost due to the high discharge rate. The
relaxation phenomenon is adapted to our battery model to
simulate the behavior of real life battery.

4. POWER CHARACTERIZATION

Sensor node power consumption depends on the node’s mode of
operation (receive, transmit, sleep, power down). During its
lifetime, a node may switch between different operational
modes according to a specific task or power management
scheme. By measuring the power consumption at the different
operational modes accurate models can be constructed and
useful insight can be obtained about the individual components
of the sensor nodes.

Using an HP 1660 oscilloscope and a high precision resistor we
measured the power consumption of the radio and CPU of 2
types of nodes (WINS and Experimental nodes) at different
operational modes. Table 1 shows the power measurements for
the CPUs on the 2 nodes. The power consumption for the
WINS radio is shown in table 2. The power consumption for the
RFM radio is shown in table 2 and figure 2.

These measurements show some notable trends of how power
consumption is distributed in a sensor node. In both nodes, the
radio consumes the most power; 50-67% of the total power
consumption. Furthermore, the difference in power consumption
between transmission and reception in low power radios is very
small. For the WINS radio the transmission power is at most 2
times greater than reception and 1.4 times greater for the RFM
radio. At some power levels, the transmit power is smaller than
the receive power (figure 2).
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ABSTRACT

In this paper, we look at different battery capacity models that
have been introduced in the literatures. These models describe the
battery capacity utilization based on how the battery is discharged
by the circuits that consume power. In an attempt to validate these
models, we characterize a commercially available lithium coin cell
battery through careful measurements of the current and the
voltage output of the battery under different load profile applied
by a micro sensor node. In the result, we show how the capacity
of the battery is affected by the different load profile and provide
analysis on whether the conventional battery models are
applicable in the real world. One of the most significant finding
of our work will show that DC/DC converter plays a significant
role in determining the battery capacity, and that the true capacity
of the battery may only be found by careful measurements.

Keywords
Embedded System, Battery, Power Estimation, Energy
Estimation, DC/DC Converter, Coin Cell, Data Acquisition

1. INTRODUCTION

Proliferation of battery-powered mobile devices such as
handhelds, cell phones, and pagers has given motivation to look
for ways to prolong the lifetime of the battery. Furthermore, the
slow improvement of the battery technology relative to the growth
of power demand from these mobile devices has been fueling
many studies in characterization and optimization of power usage
of mobile devices so that the battery can be efficiently utilized.
One of the vital pieces necessary in characterizing the power
usage of the mobile system is the accurate battery model. An
accurate battery model can reveal the efficiency of wireless
protocols and power management schemes used in the mobile
devices while an inaccurate model may tell a story far different
from reality. However, this vital piece of the puzzle have
remained a stumbling block for many of the electrical engineers
and computer scientists due to batteries’ complex technologies
which involve many intricate highly non-linear electrochemical
phenomenon. Moreover, many factors such as battery dimension,
makeup of anode or cathode, and transport or diffusion rate of
active materials, that contribute to the characteristics of the battery

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. To copy
otherwise, or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.
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have kept the battery technology in the domain of electrochemists.

In spite of these difficulties, there have been recent efforts
[11,[6].[7] to generalize these complexities of the battery by
modeling batteries’ inherent characteristics. These models range
from simple linear model to a complex model that attempts to
incorporate the “relaxation” phenomenon. So far, these models,
though novel in conceptual sense, lacked the validation in the real
world. Moreover, studying these models does not provide the
bottom line for a mobile device designer who simply wants to find
out what the maximum lifetime of his or her circuit will be. Much
of this is contributed by the difficulties mentioned in previous
paragraph. In an attempt to overcome these difficulties, in this
paper we propose a technique that can be used in characterizing
the battery capacity. The technique is to carefully measure the
battery’s current and voltage output for the duration of the battery
lifetime as the embedded board consumes power from the battery.
This in turn will provide accurate measurement of the battery
capacity under different load profile generated by the embedded
board. Not only the technique can help estimating the battery
capacity, but it can also be used to validate some of the battery
models that have been proposed to see whether the outcomes
foreseen by those models are accurate in reality. One primary
focus of the paper is to look at the impact of the DC/DC converter
by finding out whether the capacity delivered to the circuit is
actually same as what was consumed from the battery. The paper
is organized as follows. We provide an overview of some of the
battery models in interest in section 2, and discuss how the
measurement is done in section 3. We include the results and the
analysis of the measurement in section 4, and we conclude the
paper with section 5.

2. BATTERY MODELS

Recent efforts in modeling the battery capacity are captured in this
section. These models can also be viewed as different generations
of battery models with later generations incorporating additional
characteristics of the battery technology. The metrics that are
used to indicate the maximum capacity of the battery is in the unit
of Ah (Ampere*Hour). The metric is a common method used by
the battery manufacturers to specify the theoretic total capacity of
the battery. Knowing the current discharge of the battery and the

"This paper is based in part on research performed under DARPA
Power Aware Computing and Communications program through
AFRL contract # F30602-00-C-0154. The views and conclusions
contained herein are those of the authors and should not be
interpreted as necessarily representing the official policies

or endorsements, either expressed or implied, of the DARPA,

Air Force Rome Laboratory or the U.S. Government.



total capacity in Ah, one can compute the theoretical lifetime of
the battery using the equation , 7 = 7 , Where T=battery

lifetime, C=rated maximum battery capacity in Ah, and
I=discharge current. More on this metric can be found in [5],[7].

The following subsections are brief descriptions of three battery
capacity models that we consider.

2.1 Linear Model — 1% Generation

In Linear Model, the battery is treated as linear storage of current.
The maximum capacity of the battery is achieved regardless of
what the discharge rate is. The simple battery model allows user
to see the efficiency of the user’s application by providing how
much capacity is consumed by the user. The remaining capacity
after operation duration of time 7, can be expressed by the
following equation.

fo+y
Remaining capacity (in Ah)=C = C'— J-](l‘)dl‘ , Eq.(1)

t=t,

where C’ is the previous capacity and /(?) is the instantaneous
current consumed by the circuit at time . The Linear Model
assumes that /(z) will stay the same for the duration ¢, if the
operation mode of the circuit does not change ( i.e. radio
switching from receiving to transmit, CPU switching from active
to idle, etc.. ) for the duration z,, =~ With these assumptions
equation 1 simply becomes as the following.

C=C- [I(t)ydt=C—I-4"

t=t,

+ty

=(C'-1-t,, EqQ)

The total remaining capacity is computed whenever the discharge
rate of the circuit changes. Being the most simplistic model,
Linear Model falls short of portraying the behavior of a real life
battery with characteristics such as rate dependent capacity and
relaxation.

2.2 Discharge Rate Dependent Model — 2"

Generation

While Linear Model assumes that the maximum capacity of the
battery is unaffected by the discharge rate, Discharge Rate
Dependent Model considers the effect of battery discharge rate on
the maximum battery capacity. In [1] [5] [15], it is shown that
battery’s capacity is reduced as the discharge rate increases. In
order to consider the effect of discharge rate dependency, we
introduce factor £ which is the battery capacity efficiency factor
that is determined by the discharge rate. The definition of £ is,

k= Ceff

——— , where C, is the effective battery capacity and C,,4
max

is the maximum capacity of the battery with both terms expressed

in unit of Ah. In Discharge Rate Dependent Model, the equation 1

is then transformed to the following.

C=k-C-I-t;,, Eq()
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Figure 1. Capacity vs. Discharge Rate Curve for CR2354

The efficiency factor k varies with the current / and is close to one
when discharge rate is low, but approaches 0 when the discharge
rate becomes high. One way to find out what the k£ value is for
different current value / is to use the table driven method
introduced in [7]. With a table driven method, the factor & can be
looked up from a plot similar to figure 1 which can be obtained
from battery manufacturer’s data sheet [9]. The figure 1 plots the
battery capacity (C,;) versus different discharge rate /. Using the
plot, whenever the remaining capacity is computed (equation 3),
the factor £ can be obtained from the plot by looking at the total
efficiency of the battery capacity for given current /. One shortfall
of Discharge Rate Dependent Model is the fact that it does not
portray the behavior of real battery by neglecting the effect of
relaxation.

2.3 Relaxation Model — 3™ Generation

Real-life Dbatteries exhibit a general phenomenon called
"relaxation" explained in [1],[5],[6]. When the battery is
discharged at high rate, the diffusion rate of the active ingredients
through the electrolyte and electrode falls behind. If the high
discharge rate is sustained, the battery reaches its end of life even
though there are active materials still available. However, if the
discharge current from the battery is cutoff or reduced during the
discharge, the diffusion and transport rate of active materials
catches up with the depletion of the materials. This phenomenon
is called relaxation effect, and it gives the battery chance to
recover the capacity lost at high discharge rate. For a realistic
battery simulation, it’s important to look at the effects of
relaxation as it has effect of lengthening the lifetime of the battery.
[1] introduces an analytical model which takes discharge rate as
input and computes the battery voltage over the simulation
duration. On the other hand, [6], [8] introduce a stochastic
model, where the recovery is modeled as a change of state which
occurs at a pre-set discharge rate. Obtained using the analytical
model from [4], the curve in figure 2 demonstrates the effect of
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Figure 2. Recovery Effect of Relaxation Model



relaxation. In figure 2 the battery voltage recovers when the
battery discharge rate is reduced to 1.9 mA after being discharged
at 85 mA. Although the relaxation model is the most
comprehensive model that closely describes the behavior a real
battery, there exists considerable difficulty in implementing such
model since the relaxation effect involves many electrochemical
and physical properties of the battery. This is demonstrated by the
analytical model from [4] which contains over 50 electrochemical
and physical parameters of inputs that need to be measured
separately for different types of battery.

This difficulty gives motivation for estimating the battery capacity
based on a measurement based approach.

3. MEASUREMENT SETUP

SCB-68 Connector Block =}
Chanl Chan2 Chan3 Chan4

‘ _0 ++ _0 [ ] _0 ® ‘

+

PCI-6110E DAQ

JRS SN SV |

‘ ‘ Micro Sensor Board

| R1,

| | R
&J\/Wé—} Sensor DR 3000
+ DC/DC Converter T
Battery Maxim 1771
“E CR2354

—

AS90LS8535

Figure 3. Battery Measurement Setup

In this paper, we propose an entirely different approach of
estimating the battery capacity. The approach is to measure the
current and voltage output of the battery as an embedded board
consumes current out from the battery. The measurement is
performed for different load profile until the battery’s cutoff
voltage is reached and the effective capacity of battery is
computed.

Figure 3 shows the setup of the battery capacity measurement
performed on a lithium coin cell, CR2354. There are total of 4
channels that monitor the current and voltage output of the battery
(Chanl and Chan2), and the current and the voltage output
(Chan3 and Chan4) of DC/DC Converter. In order to measure the
current, we measure the minute voltage drop across two small
resistors, Rl and R2., which are 2.2 Q high precision
resistors. While Chanl and 2 monitor how much current and
power are consumed from the battery, Chan3 and 4 measures how
much current and energy are actually delivered to the sensor board
based on different load profiles. The values from the four
channels are recorded to PC that encloses the PCI-6110E DAQ
board. The measurement starts as a freshly charged (factory
sealed) battery is placed on the circuit and micro sensor board is
turned on. The measurement is stopped when the battery reaches
the minimum voltage of 2.0V at which point DC/DC converter
no longer supplies required voltage to the micro sensor board. The
followings are the description of each components used in the
measurement.
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3.1 Micro Sensor Board
Table 1. Node States And Current Consumption at 3.3V

Operation Mode | AVR State | RFM State | Avg Current
Tx ON X 12.2 mA
Rx ON RX 9.0 mA
Idle ON SLEEP 7.8 mA
Sleep SLEEP SLEEP 42 mA

The wireless sensor node we have built uses an RFM DR3000
radio module [3] and an AVR 90LS8535 microcontroller [2] from
Atmel. The radio can transmit at 2 different data rates (2.4Kbps
and 19.2Kbps) and supports OOK and ASK modulation. The
microcontroller has 8 Kbytes of flash memory, 512 bytes of
SRAM and 512 bytes of EEPROM. 1t is also equipped with an 8
channel 10 ADC, a programmable UART and an SPI bus. Our
current implementation has a prototyping area that can support a
wide variety of add on sensors such as magnetometers,
thermometers, accelerometers and light sensors. This node is a
variant of the widely used Smart Dust [14] nodes from UC
Berkeley. The board also includes an array of ultrasound sensors
that can be used to infer node location. Our main focus is the
different power modes of the node that are shown in table 1.

3.2 Lithium Coin Cell Battery — CR2354 '

For the measurement, CR2354 lithium coin cell is used. With high
energy density and relatively flat discharge characteristics, lithium
batteries are widely used in mobile devices such as cellular
phones, digital cameras, and PDAs. Especially for micro sensor
nodes, small form factor is an essential necessity and the size of
lithium coin cell batteries satisfies the stringent requirement of
micro sensor nodes. Table 2 provides the manufacturer’s
specification of CR2354 which can be obtained from [9].

Table 2. CR2354 Specification

Output Cutoff Max. Dimension Wt
Voltage Voltage | Capacity Diam.xHt.
3.0V 2.0V 560mAh 23.0mmx54mm | 59¢g

3.3 DC/DC Converter (MAXIM 1771%)

As the battery is discharged, the voltage across the battery
constantly decreases. When the battery is directly connected to a
VLSI circuit without any form of voltage regulator, the circuits’
performance will start to degrade as the voltage across the battery
decreases. Moreover, when the battery’s voltage reaches the
minimum input voltage required by the circuit, the circuit will
stop functioning even though there may be some capacity left in
the battery. It is the role of DC/DC converter to provide a constant
voltage to the circuit while utilizing complete capacity of the
battery. One type of DC/DC converter is called “switching
regulator”. A switching regulator is a circuit that uses an inductor,
a transformer, or a capacitor as an energy-storage element to
transfer energy from input to output in discrete packets [13].
Switching regulators can be configured to be either step up
(boost) or step down (buck) or inverting with respect to the input
voltage [12]. Due to their efficiency and versatility, switching
regulators have been popular in battery powered mobile devices.
When considering battery capacity measurement, it is important to

! Manufactured by Panasonic

2 Manufactured by Maxim Integrated Products, Inc.



look at the operation DC/DC converters since the converters
discharge the battery based on its own voltage regulator function.
By doing so, DC/DC converters completely change the load
profile generated by the VLSI circuit. In our measurement, we
look at the both input and the output of the DC/DC converter to
see how the operation DC/DC converter impacts the overall
performance of the battery.

The DC/DC converter used in the measurement is MAXIM 1771
step up switching controller, which can provide a constant 3.3V
from the minimum input of 2V. Maxim 1771 uses the current-
limited pulse-frequency-modulation (PFM) where the charge
cycle is cut-off when a predetermined peak inductor current is
reached and it remains at the cut-off stage for a pre-determined
fixed duration (called one-shot time constant)[13]. The effect of
DC/DC Converter on the battery current and voltage output will
be shown in section 4.

3.4 PCI-6110E 'DAQ Board with SCB-68 *

Connection Block

PCI-6110E board is a real time data acquisition board that can
scan up to 4 input channels simultaneously. The board is
equipped with 12bit ADC per channel with sampling rate of up to
5 Meg Samples/sec. The board uses SCB-68 connection block to
connect to the actual input channel. For the most of the
measurement the board was configured to scan at Sk samples/sec
for each channel and some of the detailed measurements were
done at 25k samples/second. Also, in order to measure the minute
voltage drop across Rl and R2.g, the precision of the board
was configured to 97.66 UV for Chanl and Chan3. The precision
of Chan2 and 4 was set at 2.44 mV. More information on the

Current(A)

\.
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Figure 4. Current Output from CR2354 (Chanl) and
DC/DC Converter (Chan3) during Sleep Mode — Snap Shot
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Figure 6. Average Current Output from CR2354 (Chanl) and
DC/DC Converter (Chan3) during Sleep Mode - Complete
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DAQ board can be found from [10], [11].

4. RESULTS

This section shows the performance of the battery by configuring
the sensor board into different operation modes displayed in table
1. We look at how the battery capacity is affected by the
discharge rate, DC/DC converter’s voltage regulation function,
and discharge profile of the sensor board. Figure 4 and 5 show
snapshots (20 msec) of the current and voltage output observed
from all 4 channels. One noticeable effect shown in figure 4 is
that the current drawn by the sensor board (Chan3) is quite
different from the current from the battery (Chanl) as the current
drawn by the sensor stays around constant 4 mA while the current
drawn out of the battery ranges from 80 mA to 0 mA. The current
discharge pulse seen at Chanl is the direct result of the DC/DC
converters’ PFM switching function which completely changes
the load profile of the sensor board. This difference can also be
seen from the voltage outputs shown in figure 5. The relaxation
effect plays a role in the battery as the voltage across the battery
(Chan2) drops when the charge cycle starts then recovers when
the discharge current is cutoff. Compared to the voltage seen at
Chan2, the voltage output of the DC/DC converter (Chan4)
doesn’t vary much as it is kept above 3.3 V.

These differences between the output seen from the battery and
the output seen by the sensor board becomes clearer when the
current and voltage values are observed for the complete cycle of
the battery life time. Figure 6 and 7 show how the battery is
utilized as the sensor board stays at sleep mode. The curves in
figure 6 and 7 are smoothed by averaging the samples collected
during one second interval. In figure 6 the current output from
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Figure 5. Voltage Output from CR2354 (Chan2) and DC/DC
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Table 3. Battery Utilization for Various Sensor Operation Modes

O perating Total Capacity consumed |Capacity delivered | Energy consumed | Capacity delivered |DC/DC converter
Mode Lifetime from Battery to Sensor from Battery to Sensor efficiency
Tx .33 hr 8.1 mAh 4.1 mAh 70.07J 49.1J 70%
Rx .88 hr 15.8 mAh 7.9 mAh 135.2) 96.1 1 71%
Idle 1.2 hr 18.0 mAh 9.0 mAh 154.01) 109.017J 71%
Sleep 7.0 hrs 59.1 mAh 28.8 mAh 505.117J 350.7J 69%
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Figure 8. Power Output from CR2354 and DC/DC
Converter (Chan3) during Sleep Mode
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Figure 10. Impact of Pulse Discharging on Battery

the battery increases as much as 32 mA when the DC/DC
converter pulls more and more current out from the battery while
the voltage across the battery drops (figure 7). This increase in
current discharge continues until it reaches the cutoff points
where DC/DC converter shuts down which occurs after
approximately 7 hours. One interesting thing to notice in figure 6
is that the total capacity of 28.8 mAh (area under the curve)
delivered to the sensor board is much smaller than what the
DC/DC converter consumed from the battery which is 59 mAh.
This difference can be explained by studying the power curves
displayed in figure 8. Figure 8 plots the power consumed from the
battery and the power delivered to the sensor board which can be
computed by multiplying the current and the voltage plot. The
decrease in the voltage across the battery (Chan2 in figure7) is
matched by the increase in the current drawn from the battery
(Chanl in figure6) to give relatively constant power consumption
over the course of the battery lifetime. Another factor that
contributes to the difference in the current capacity is the
efficiency factor of the DC/DC converter. This is demonstrated
by the difference in energy (area under the curve) between the two
curves shown in figure 8.
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Figure 9. Current drawn from the battery during Sleep
Mode and Tx Mode

In table 3 the differences between what is consumed from the
battery and what is actually delivered to the sensor board at
different operating modes are listed. One trend that can be seen
from the table is the characteristic that coincides with the
discharge rate dependent model. Higher the discharge current,
less capacity is utilized from the battery.  This result comes
despite the fact that the actual current discharge from the battery
doesn’t stay constant but fluctuates in discharge and relaxation
cycles due to the PFM function implemented in DC/DC converter.
Looking closely at the discharge curves in figure 9, it can be seen
that when the sensor board draws a high current (in Tx mode), the
battery doesn’t have a chance to relax as the DC/DC converter
pumps the current at high rate whereas in Sleep mode the rate of
discharging cycle is much lower thus giving the battery more time
to relax.

Shown in figure 10 is the effect of pulse discharging as the sensor
board cycles between Rx mode and the Sleep mode. This case
measures the battery capacity when a TDMA scheme is used with
the sensor board which will be switching between the Rx mode
and the Sleep mode within a fixed TDMA frame. For the
measurement, the Rx duration is set at a fixed slot of 20 msec and
the Sleep duration was varied (in multiple of 20 msec) to observe
what impacts the pulse discharging has on the battery capacity.
The result shows that there is 100% increase in the battery
capacity utilization when every Rx slot is followed by one Sleep
slot (1:1 ratio). At 1:5 ratio, there is almost 250% improvement
on the battery utilization. The increase in the battery utilization is
sustained with longer duration of Sleep modes but quite never
reaches the battery utilization achieved for Sleep modes even at
1:20 ratio. The plot shown in figure 10 can be used in estimating
the effective battery capacity of a wireless device that uses a
TDMA scheme with fixed schedules.

5. CONCLUSION

In this paper we have looked at various battery models that have
been introduced so far. Though these models give us qualitative
insights into how battery’s capacity is influenced by multiple



factors, they do not provide a simple way of finding out what the
true battery capacity running in different operation modes. One
approach that we have taken in this paper is based on a
measurement approach, where we measure the capacity of the
battery under different load profile to determine what the realized
capacity of the battery is. The result shows that there are many
factors such as the discharge rate, the discharge profile (constant
vs. pulsing), and the DC/DC converter that govern the effective
battery capacity. Especially, the role of the DC/DC converter in
determining the battery capacity is a key factor that the
conventional battery models don’t account for. Since DC/DC
converter changes the load profile generated by the sensor board
based on its own voltage regulator function, we argue that the
realistic battery model should consider the impact of DC/DC
converter on the battery capacity. The result also suggests that a
meaningful estimation of battery capacity can be achieved by
measurements and not by just looking up what the manufacturer
specifies. Moreover, when studying a low power design, just
considering the energy number may not be sufficient as the battery
lifetime has a profound dependency on how the battery is
discharged. Our technique introduced in this paper provides a
reasonable way of estimating the effective battery capacity and the
means of justifying the low power design.
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ABSTRACT

The energy-efficient communication among wireless sensor nodes
determines the lifetime of a sensor network and exhibits patterns
highly dependable on the sensor application and networking
software. This software is responsible for processing the sensor
data and disseminating the data to other nodes or a central
repository. In this paper we propose a node architecture that takes
advantage of both the intelligence of the radio hardware and the
needs of applications to efficiently handle the packet forwarding.
It exploits principles widely used in modern firewall network
architectures and as our analysis shows achieves considerable
energy savings.
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1. INTRODUCTION

Recently wireless ad-hoc sensor networks have gained
considerable attention by the research community because of the
new challenges they pose to researchers. The limited power and
computational resources as well as the distinct types of data they
carry and the data centric applications[2] running on them call for
a different approach in constructing the overall sensor node
architecture.

Figure 1 shows a simplified version of the overall sensor
architecture widely adopted by researchers[6][9][11]. The major
parts of a wireless microsensor system are: a) the sensor node
processing subsystem running on the sensor node main CPU, b)
the sensor subsystem, and c¢) the communication subsystem. The
applications executing on a sensor node utilize all the subsystems
to collect, process and receive (transmit) data from (to) other
sensor nodes in the vicinity. Our proposed architecture strategies
are based on the fact that the distinct communication layers shown
in Figure 1 are not actually implemented in one board or device.
The network communication functionality is split between the
main CPU and the radio board, which are connected together by a
slow serial packet link. We show later in the paper that it is
because of this fact that a considerable amount of energy is wasted
when packets cross the boundary between the two physical
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components. A forwarded packet crosses the slow serial link twice
regardless of what part (application or network layer) determines
the need for forwarding (Figure 1).
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Figure 1. Typical Wireless Sensor Node Architecture

Although current radio boards have processing power in the form
of a microcontroller unit (MCU) [6][9][11], this is only used for
the physical and MAC layer implementation. We advocate that
part of the functionality of the network layer can migrate from the
main sensor CPU to the radio board in an application-defined
manner. Devices that incorporate an MCU and some amount of
Configurable Logic (FPGA) as the Triscend E520[10] or the
Atmel FPSLIC[5], can also be the host of a limited number of
network layer functions. The advantage of these devices is that
several operations such as link layer destination checking, CRC
checking, can be performed in the configurable logic, thus
alleviating the MCU and the main node CPU. Higher level and
more complex packet processing (network layer specific) can also
be performed in the MCU thus allowing more sophisticated
packet filtering to take place nearer to the radio hardware. With
the advent of these new technology devices, protocol specific
processing can be performed in two stages, namely hardware and
software inside the same device.

A significant number of packets are processed in a simple manner
and forwarded to the next hop. For the sake of overall delay and
power consumption these packets should be processed as near to
the radio hardware as possible[1]. To show this we measured the
percentage of received packets (both routing and data from all the
nodes) that were accepted, dropped or forwarded for a specific
scenario simulated on the NS-2 network simulator. The scenario
consists of a sensor terrain of 1000x1000 units inside of which 30
sensor nodes are uniformly placed. The transmission range of the
radio of each node is 250 units. Two nodes are picked at random
to be the source and the sink of a session of a constant-rate flow



of packets. We used IEEE 802.11 MAC, and DSR[3] as the
routing protocol. From this simulation we found that 65.567% of
the packets were forwarded and, 34.3% of the packets were
accepted. The rest were duplicate packets that were dropped.

Sensor networks are application-specific data dissemination
networks. Individual applications should have the flexibility of
defining their own methods of processing and routing their data
and packets. In this paper we present a network communication
subsystem architecture which employs multiple levels of packet
processing in order to provide: a) Ability for the communication
subsystem to stop or redirect packet flow in a sensor node as low
in the protocol stack as possible and b) Methods for applications
to define their own routing protocols at run time.

The rest of the paper is structured as follows: Section 2 describes
the proposed architecture. Section 3 presents the analysis and
measurements for our prototype. Finally Section 4 concludes the

paper.
2. ARCHITECTURE

Our proposed application-defined forwarding architecture has its
roots in the various packet filtering architectures like the BSD
Packet Filter [4]. The user specifies the packet filter as a set of
packet field matching rules connected together as an expression
tree with AND/OR operators. The packet field matching rules
designate the field of the packet to be checked (start byte offset,
length, mask), the matching value and the matching operator.

Our packet processing architecture consists of two parts: the first
located on the radio board and the second on the sensor node
(Figure 2). We assume that the radio board contains a MCU as the
main processing component and some amount of configurable
logic (FPGA). The task of the radio board part is to drop or
redirect received packets that, according to the rules dictated by
the applications, should not enter the sensor node. The task of the
sensor node part (Router Manager) is to perform more
sophisticated packet processing and packet flow demultiplexing.
Each application dictates the routing rules for each part by using a
filter specification explained later in the paper. In this
specification it designates the assignment of the rules to each part.
We assume that the application programmer has knowledge of the
sensor node resources and capabilities, and as a result, s/he should
assign the necessary routing rules to the appropriate parts.

2.1 Rules and Actions

Applications specify their routing protocols by defining two
components: the rules against which a desired packet is matched
and the action(s) taken upon a packet match. Simple rules and
simple actions are specified using tuples of the general form:

{byte offset, bit length, bit mask, value, operator}. Rules
contain either comparison or ALU operations. Using the
specified tuple fields, rules perform the operation,

Packet[byte offset : bit_length] & bit mask OPERATOR value.
All rules evaluate to either true or false. Comparison rules are
tuples that specify operators that test for equality, inequality or bit
settings. These operators are EQ, GT, GTE, LT, LTE, and SET
which perform their respective tests on packets. ALU rules use
supplied tuple information to perform the following arithmetic
operations on packets: ADD, SUB, MUL, DIV, AND, OR, LSH,
RSH, NEG. These rules always return true. The result of the
evaluation is held in an accumulator A or a register X for
evaluation wusing the above-mentioned comparison rules.
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Combining ALU rules allows filters to perform arbitrarily
complex operations on packet data. Additionally, there are two
operators, LD and ST that perform loads and stores to and from a
packet offset, the accumulator, or the register.

Sensor Node

| Router Manager |

MCU \
Configurable logic

| Slow
| Radio Hardware | Packet Link

Radio
Board

Figure 2. Two tier architecture

Actions can be of the following: terminating, and non-
terminating. ~ Terminating Actions are actions that, when
encountered, stop packet filtering for the current packet. These
actions are ACCEPT, DROP, and FORWARD EX. ACCEPT is
used when an application wishes to be the exclusive recipient of a
matched packet. DROP  simply drops the packet.
FORWARD EX (exclusive) results in the retransmission of the
current packet over the radio channel. Non-terminating actions
perform operations on a packet and allow subsequent rules and
actions to be performed on the packet.  These include
modification actions, COPY, FORWARD SH (shared), and
RETURN. Modification actions allow the content of any packet
to be changed. Modification is realized by using the ALU rules
described above in conjunction with the LD and ST operators.
COPY is similar to ACCEPT, except that the packet is allowed to
continue in processing. In the same manner, FORWARD SH
allows the packet to be further filtered after being forwarded.
RETURN is an action that merely marks the end of a sequence of
rules and actions. Composite rules and actions are sequences of
simple rules and simple actions joined by the logical operators
AND/OR. An application will typically specify a number of rules
and actions represented as tuples and a separate AND/OR
expression tree whose leaf nodes are these specified tuples (see
Figure 3). Packet processing, for a given packet and filter
specification, is the evaluation of leaf-node rules and actions
(tuples) on the data contained in the packet during the traversal of
the application filter's expression tree. In Figure 3 we define two
rule tuples namely A, B, which are connected together with
AND/OR operators (*, + respectively) to construct the following
composite rules: a) If rule A is false then the filter falls down to
the Drop rule which drops the packet, b) If rules A and B are true
then Actionl] is executed.

2.2 Two-tier Packet Processing Architecture

Our two-tier architecture is presented in Figure 4. We assume that
the radio hardware is a simple receiver/transmitter that is able to
identify the start of packet and notify the configurable logic (CL)
that this event has occurred. It is also capable of streaming the
packet bits into the CL. Otherwise all the necessary functionality
for packet framing within a continuous bitstream is implemented
in the CL. Moreover, upon a packet transmission the CL should
be able to notify the radio hardware that a packet is ready for



transmission and next be able to stream the packet bits into the
radio hardware.

The block diagram of hardware packet processing component
residing in the CL is depicted in Figure 4.

tuple t Tuples[] = {
{A_offset, A length, A mask, A value, A operator}, // A
{B_offset, B_length, B_mask, B value, B_operator}, // B
{0, 0, 0, Actionl_value, OP_Actionl}, // Actionl
{0, 0, 0, 0, OP_DROP} // Drop

1

filter_tree_t App_Example_filter {
"A*(B*Actionl)+Drop;" //expression

1

Figure 3: Example of a C-code application-defined
routing filter specification

The hardware architecture consists of the control unit (CU),
several packet filed matchers (PFM), a receive (RX_ FIFO) and a
transmit FIFO (TX_ FIFO), a CRC module and a Boolean vector.
The CU is responsible for all the control signaling between the
MCU and all the hardware modules residing in the configurable
logic. This includes the programming of the PFMs and any packet
transmissions from the TX FIFO. PFMs, are used to match
incoming packet fields against fixed values or other packet fields.
All the parameters for field matching (start bit, length, mask, fixed
value, operator) are downloaded to the PFMs by the CU at the
programming stage for the Configurable Logic. The CRC check
module performs Cyclic Redundancy Check on every received
packet and compares it with the corresponding value stored in the
packet. The Boolean vector stores the outcome of the comparison
operation performed in each PFM. The supported comparison
operators are equal, not equal, greater than, less than, greater than
or equal, less than or equal.

Control Channel/ Y

Control Unit

i Boolean
| Vector

Packet Field Matcher H

Packet Field Matcher bl

CRC check

,—_————

Output TX_FIFO «wuum\ﬂﬂmHH

----  Bitstream |

From/To Radio Hardware From/To MCU

Figure 4. Configurable Logic Architecture

When signaled by the radio hardware that a new packet is
being streamed in the CL, the control unit enables all the PFMs to
start scanning the bitstream and perform the field matching
according to their programmed values. At the same time the
packet is being stored in the RX FIFO queue and the CRC is
being calculated. Shortly after the packet reception is finished, the
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control unit signals the MCU that a new packet is ready in the
RX FIFO queue. When signaled, the MCU extracts the packet
from the FIFO and the boolean vector only if the CRC indicates a
correct packet reception. One of the novelties of our architecture
is the speed up of the rule matching part by the use of the boolean
vector.

After receiving a signal from the hardware that a packet is ready,
the MCU applies higher-level software packet filtering on the
received packet. The MCU evaluates the expression tree produced
from the filter specification. Some of the simple packet field
matching rules are assigned to hardware (CL), and therefore, the
outcomes of those rules already exist in the boolean vector. This
contributes to the minimization of the delay for processing a
packet and the power consumed by the MCU.

Clearly the MCU, being more flexible than the configurable logic,
can perform more sophisticated operations on packets. Assisted
by the CL, the MCU is capable of deciding if a packet is destined
for the current node or if it must be forwarded, even for the cases
that require complex calculations (e.g. distance calculation). Also
the routing protocols that maintain little or no state on the sensor
node are implemented in the MCU. Examples of these protocols
are flooding without duplicate suppression.

The second tier of our architecture lies in the sensor node’s
central processing unit where the applications execute. A Router
Manager is responsible for assigning the different sets of rules to
the appropriate part (radio board, main CPU) and for delivering
each packet to the appropriate application

All the routing protocols that need to maintain state for their
proper functionality are implemented on the sensor node. In order
to maintain this required state a routing agent should be executing
on each node. The special functions that they need (e.g. CRC
check, packet modification) can be provided by the first tier when
the agents register with the Router Manager (Figure 2).

3. ANALYSIS AND MEASUREMENTS

In our prototype implementation an iKit2000[7] development
board is connected to a WINS sensor node[11] through a serial
port (115.2Kbps). In our case the built-in radio was not used.
Instead our prototype radio board on the iKit2000 was used. The
iKit2000 has a Triscend E520 [10] chip, which is essentially a
8032 microcontroller core as well as 40K of FPGA. The
development board is connected to an RFM [8] radio module
(10Kbps, 256-byte packets), which is the actual radio hardware
used. The current stage of prototype implementation includes
software packet transmission and reception as well as the first
stage of packet processing in the 8032 MCU. The second stage of
packet processing is performed on the CPU of the WINS node.
We are also in the process of building the hardware filters in the
FPGA part of the Triscend E520 device.

Next, we present an analytical study and measurement data for the
prototype implementation. Our analytical study considers both the
incurred delay and the energy consumed by one packet.

Suppose that Dgy, Drx are the delays to receive and transmit a
packet for the software receiver/transmitter respectively. Assume
for the MCU that Dycypw 18 the filter processing delay for
packets that are going to be forwarded to other nodes, Dycyac 1S
the filter processing delay for packets that are actually accepted by
a node, and Dgp is the delay of the serial port between the radio
board and the main node processor. Also assume that the



corresponding delays for the main node CPU are Dcpypw and
Dcpuac respectively. Pryc and Prpy are the corresponding
probabilities of a packet being accepted and being forwarded
respectively. We don’t consider the case of the dropped packets
because most dropped packets are duplicate packets that are
detected in the main sensor node and will cross the serial link
anyway.

The delays without and with filtering in the MCU are:

Dyp = (Dgy + Dgg + Depyac ) Prac+
Dry + Dsg + Depygw + Dsg + Dry ) Preyy
Dp =(Dgx +Dycuac +Dsg )-Prac+
(Dry + Dycurw +Drx )-Preyy

The difference in delays is:
Dy = Dyr —Dp =
(Dcpuac = Dycuac)-Prac+

2-Dsg + Depupw = Dascurw )- Prew
Our prototype implementation measurements are shown in Table

2. Given this data and packet acceptance and forwarding
probabilities Pryc, Prry the difference in delays is:

D gy =—2.0285 - Pryc+68.281- Pryyy

In order for this difference to be zero Prpy must be Prpyw=0.0297
Pryc which is satisfied for the simulation data and for most
practical sensor network protocols.

On the other hand the corresponding energy calculations are:

Enp =(Epy +Esg + Ecpyac ) Pryc+
Ery +Esg +Ecpypw +Esg +Ery )-Prey

Ep =(Egy +Eycuac +Esg)- Pryc+
(Ery +Epcurw +Ery )-Prey

And the difference in energy consumption is:

Egyyr = Enp —Ep =
(Ecpuac = Evcuac) Prac+
(2- Esg + Ecpurw — Evcurw )- Prew

If we assume that the power consumption of the main node CPU

is o times the power consumption of the MCU and the serial port
power consumption is the sum of the power consumption of the
CPU and the MCU (because both devices should be on durinf
serial port operation) then the difference in energy is:

Eyy = Engp —Ep =
(v Depyac = Dycuac): Pucy - Prac+
(2-(@+1)- D +ex- Depyrw — Pracurw ) Pucu - Prew

Typical power consumption values for e.g. the Atmel AVR MCU
and the E520 15mW and 470mw respectively. The actual power
consumption of the WINS node is 351mW. This data result in two
values of o 1) 23.4 for the WINS node/AVR combination and ii)
0.747 for the WINS node/E520 combination. For the two values
of o the difference in energy is dominated by the Dgg which is
essentially the penalty paid for crossing the boundary between the
radio board and the CPU.

The value of o is expected to be much greater than one in most
cases of sensor nodes although in one (bad) case above o is less
than one. This is due to the fact that the E520 device hosts a 8032
MCU and a small amount of FPGA on the same die. However, for
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both values of o, the data on Table 1 and the probabilities of
packets being accepted and forwarded (simulation data) we have
values of £, which are 1167 and 79 times the value of the MCU
power consumption.

Table 1. Measured parameters on prototype

Parameter Value(ms)
Duicuac 4.182
Duicurw 4.894
Depuac 0.111
Dcpurw 0.125

Dgr 36.532

4. CONCLUSIONS

As we have seen from the simulation data a considerable
percentage of packets that enter a node are processed in a
straightforward manner and are either redirected to the radio
board, forwarded to the main processor or simply dropped. We
proposed a two-tier architecture that enables the lower
communication layers to perform the simple processing, drop or
redirection of the packets as low as the radio board of a sensor
node. As an additional feature, our architecture also enables the
sensor applications to define methods for routing their own
packets. We demonstrated a realization of the two-tier architecture
in our prototype implementation, which includes a packet
processor in the MCU of a system-on-a-chip.
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ABSTRACT

In systems that require low energy consumption, voltage scaling is
an invaluable circuit technique. It also offers energy awareness,
trading off energy and performance. In wireless handheld devices,
the communication portion of the system is a major power hog.
We introduce a new technique, called modulation scaling, which
exhibits benefits similar to those of voltage scaling. It allows us to
trade off energy against transmission delay and as such introduces
the notion of energy awareness in communications. Throughout
our discussion, we emphasize the analogy with voltage scaling. As
an example application, we present an energy aware wireless
packet scheduling system.

Keywords

energy awareness, adaptive modulation, scaling

1. INTRODUCTION

In tetherless battery-operated devices, power consumption is a
critical design aspect. It has been realized that it is energy
awareness, in addition to low power, that is required for most
applications [1]. Scaling the supply voltage is the most common
circuit technique to offer both low energy consumption and
energy awareness [2]. In operating system research, the clock
speed and supply voltage are dynamically adjusted based on the
predicted workload [3]. Another approach, proposed for self-
timed [4] and synchronous [5] systems, is to use the amount of
buffered load to steer the adaptation.

Furthermore, a lot of these battery-operated devices are equipped
with a wireless communication subsystem. A major source of their
energy consumption is the actual data transmission over the air.
Despite the work on energy awareness in digital electronic
circuits, it has been overlooked that the same tradeoffs are present
in communications as well. In this paper, we show that the
modulation can be scaled much the same way as operating
voltage can, reducing the overall energy consumption for
transmitting each bit. Although the basic idea of changing the
modulation on the fly has been used to increase the throughput in
the presence of fading channels [6], it has never been exploited
for low power purposes. We have applied this principle towards
an energy aware wireless scheduling system.
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2. COMMUNICATION THEORY

Since we investigate the relationship between modulation and
transmission speed, we first need to derive the relevant
expressions. We focus on Quadrature Ampitude Modulation
(QAM) due to its ease of implementation and analysis [6].
However, our techniques are perfectly extendable to other
modulation schemes, only the formulas and curves will change
accordingly. The performance of QAM in terms of Bit Error Rate
(BER) is given by (1)-(3) [7].

4 1 SNR
BER:[)’(I—Z,)/Z)'Q[ 3 217_1] (1
P
SNR=-5e4
P )
P, =N, eJoR; (3)

The constellation size in number of bits per symbol is represented
by b. The received Signal to Noise Ratio (SNR) is defined as (2),
where P is the transmit power and 4 contains all transmission
loss components. The noise power P, is a function of the symbol
rate R,, the noise power spectral density N, and a factor ¥ that
takes into account all other elements, such as filter non-idealities.
[7]. We can manipulate these equations to obtain the following
expression for the required transmit power:

Py =Cgy R .(2b _1) ()
N, ol o

C, =
4 (5)
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Since our goal is to investigate the energy-delay characteristics
while varying the communication parameters we want to keep the
system performance constant for a fair comparison. In practical
scenarios it makes sense to operate at a target BER. Due to the
inverse Q(.) function in (6), C; is only a weak function of 5.

An energy aware communication system adjusts b and R; to
reduce the overall energy. The transmit power Pg (delivered
mainly by the power amplifier), however, is not the only source of

T Networked and Embedded Systems Lab (NESL), EE Dept., University of
California at Los Angeles, 56-125 B, Eng. IV Bldg., UCLA-EE Dept., Box
951594, Los Angeles, CA 90095-1594



power spending. Electronic circuitry for filtering, modulating,
upconverting, etc. contributes as well. Equation (7) expresses this
component Pp for a system that can dynamically change the
symbol rate [8]. Parts of the circuitry operate at a frequency that
follows the instantaneous symbol rate, while other parts have a
fixed frequency proportional to the maximum symbol rate. The
proportionality factors and switching activity are all incorporated
in C, and Cjp.

RS a
P, =|C,+Cyo—m |oR @)
RS
C,=C, " Cyo=C, " ®)

The total power consumption is the sum of both the transmit and
electronics power. As in digital circuit design, it makes more
sense to look at the energy consumption rather than the total
power. We can express the energy to transmit one bit, £y, as:

Ebi/‘ =(PS +PE).Tbif (9)

In this equation, T}, is the time it takes to transmit one bit. The
goal is to minimize the energy per bit by choosing the correct
values of b and R;. For typical applications, however, we need to
constrain the total delay a packet may incur, translating to a bound
on T};,. The optimization problem can be summarized as:

R
min £, =|Cy o' -1+ C, 0o .% (10)
S
I
T,=— =T
bit b .RS max (1 1)

3. PERFORMANCE TRADEOFFS

Our numerical results in this section are based on table 1. The
values of Cs, Cr and Cy are extracted from [8], which describes
the actual implementation of an adaptive QAM system. Figure 1
depicts Ej; as a function of b and R, as obtained from (10). The
corresponding values of Tj; from (11) are shown in figure 2.
Based on these two figures, we can evaluate the performance in
terms of energy consumption for varying constraints on the delay
(i.e. varying T,q.)-

Figure 1: Energy consumption for adaptive R, system

Table 1: Simulation settings

Rspmer | 1 MHz Cs (b=4) 107
BER 10° Cr 8. 10"
Cr 107

Figure 2: Delay per bit

From these figures, it is clear that operating at the maximum Ry is
preferable for any b. This is logical as this results in both a lower
Ty and a lower E;,. The symbol rate should therefore be chosen
as high as possible, considering implementation issues and their
power penalties. Varying the constellation size b is the only
option to trade off energy versus delay. In practice, b does not
have an infinitesimal granularity but typically only takes on even
integers, indicated by the black arrows in figures 1 and 2.

Note that the results of figure 1 are for a communication system
that has provisions to vary the symbol rate on the fly. In (7), this
introduces the term with constant Cg. Since the optimal symbol
rate is always the maximum one, a variable symbol rate provision
is not needed for energy awareness reasons. In fact, the system
can be designed for a fixed symbol rate instead. The circuitry
that is described by the term with constant Cy is still present of
course. We therefore cannot simply remove this term. However,
we modify equation (10) by setting Rg,,., equal to Rg, such that the
energy per bit is now expressed as:

. 1
min E,, =[C, o2’ 1)+ C, +CR]-Z 0

Upon investigating (12), it is clear that E}; is no longer a function
of the symbol rate. Since a higher R; still results in a lower Tj;, it
is still beneficial to operate at the highest symbol rate that can be
implemented efficiently. The reason is that besides the advantage
of lower delays, this would also improve the capacity if the
wireless medium were shared. We can visualize the energy and
delay curves by taking the intersection of the surface in figures 1
and 2 with a plane at Rg= 1 MHz.

It is clear that energy and delay can be traded off against each
other by varying b. In analogy with voltage scaling techniques in
digital circuits, we refer to this process as modulation scaling.
Depending on the delay that is acceptable, the constellation size
can be adapted to meet that constraint with the minimum amount
of energy. If this adaptation is performed on the fly, it results in
energy awareness.
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4. COMPARISON BETWEEN VOLTAGE
SCALING AND MODULATION SCALING

The equations in the previous sections resemble those of voltage
scaling, yet there are some key differences. It is important to
highlight these differences, as they also contribute to a physical
understanding of the tradeoffs of modulation scaling. Figure 3
places both scaling techniques next to each other. In the equations
for voltage scaling, Pg is the switching power and P; the leakage
power [3]. It is clear that the functionality of supply voltage V'
corresponds to that of the constellation size b (hence the terms
voltage and modulation scaling). In the left column, the energy is
only dependent on b and not on Rpz. Equivalently in the right
column, the energy term due to the switching power (Pg/f)
depends on 7 and not on f. There is however a crucial difference,
regarding the interpretation of time.

In the digital circuit case, the total effective delay for an operation
t; has to be smaller than 1/f. Similarly in a communication system
the total time it takes to transmit a packet (or a bit) has to be
smaller than a certain maximum value. The difference between
both systems, however, is the period over which energy is
consumed. In a communication system, the power has to be
multiplied by the effective time of the operation. In digital
circuits, on the other hand, the power is multiplied by the cycle
time, which is in effect the maximum delay. As such, there is no
true one-to-one mapping between Rj (or Rg for that matter) and f.
However, when considering Rz and f as constants of the system,
they result in a lower bound on b or V in similar ways (see the
third line of equations in figure 3).

5. ENERGY AWARE WIRELESS PACKET
SCHEDULING

Like energy aware OS scheduling, we can perform energy aware
packet scheduling. We study the communication system setup
depicted in figure 4, which consists of a point-to-point
transmission link. Packets arrive at the sender and possibly need
to be buffered before transmission. We assume that both the
packet sizes and the intervals between packet arrivals, called inter-
arrival times, follow an exponential distribution. Without
modulation scaling, this setup corresponds to the well-known
M/M/1 queuing system [9].

o<
----- »TT11TIQ »Q
Queue  Sender Receiver

Figure 4: Setup of the queuing system

The average packet arrival rate is denoted by . . The inverse of the
average service time is called the service rate, o5 which gives the
average number of packets that can be sent per unit time. It is
expressed by (13), where L is the average packet size.

_Ry _DbeR

I I (13)

Because of the statistical properties of inter-arrival and service
times, the number of packets in the buffer may vary considerably.
Most of the time, the buffer is empty. In those situations, it is
beneficial to scale the modulation down to conserve energy. When
the buffer starts to fill up, we can increase b to avoid long queuing
times or buffer overflow. This kind of system therefore is a good
candidate for modulation scaling. A similar observation has been
made for digital circuits, where a queue is introduced to average
the rate over several samples in a DSP system [5].

The idea is to choose the constellation size based on the
number of packets in the system (i.e. being transmitted or in
the queue), which we refer to as the system state. For each state
S, = n, we have a particular constellation size b,, which translates
into a value of o, through equation (13). The collection of {b,}
for all the possible states determines the average energy
consumption and delay of the queuing system. Our goal is to find
which {b,} minimizes the energy for a particular delay constraint.
We can analyze this problem using queuing theory. In steady
state, the probability of being in state n can be expressed as [9]:

o (14)

k=1

In this equation, P, is a constant such that the sum of P, over all
states is equal to 1. We assume an infinite buffer size, which is a
reasonable approximation for real systems, as memory has
become rather inexpensive for these applications. For each state
the energy consumption per bit is given by (12).

The average energy per packet, £,,, is the ratio of the average
power per packet and the packet arrival rate. The average power is
the product of the probability P, of being in a state, the rate o, in
that state and the average energy per packet (E,.L) in that state:

P 8
Eav =—*= l ZRI .ocn .En oL

n=1

(15)

Since (13) holds in every state, we can simplify this expression to:

Communications
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Figure 3: Comparison between adaptive modulation and voltage scaling
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8
E, = Ry .an oE, ob, (16)
M n=1

Furthermore, queuing theory tells us that we can express the
average delay of a packet as [9]:

8
T,=teYnep, (7

. n=0
For our numerical evaluation and subsequent simulations, we
have again chosen the settings of table 1, augmented with those of
table 2. In figure 5 each point on the energy versus delay curve
represents the average performance of the queuing system for a
particular set of {b,}. We have only plotted those operating points
that minimize the energy for a delay constraint. The dashed curve
is for the ideal system that would allow fractional values of b. In
practical situations, we select b from the set of even integers,
which results in the curve labeled ‘Queuing’. Table 3 gives the

values of {b,} for the operating point indicated by the arrow.

However, even this system is difficult to implement in practice,
because the modulation would have to be adjusted every time the
system state changes. This means that the constellation size can
change when either a packet enters or leaves the queuing system.
On the other hand, the receiver needs to know what modulation
scheme the sender is using in order to decode the symbols and
every change in constellation size needs to be communicated to
the receiver.

In practice, it is more appropriate to adapt the constellation size
only at the beginning of the packet transmission. An indicator
(encoded with a fixed modulation) in the packet header that
describes the modulation used for the packet payload. The
modulation scaling is performed based on the number of packets
in the queue at the time the transmission starts. The curve labeled
‘Simulation’ in figure 5 presents the performance of such a
practical scheme (it includes the overhead due to the indicator).
There is a penalty compared to the theoretical queuing system
since the modulation is only adapted when a packet starts being
transmitted, instead of every time the number of packets in the
system changes. For this practical system, we can select the best
operating point for each delay constraint from the curve in figure
5. This operating point defines the values of {b,} that have to be
chosen.

E,,

800+
3 [ —— Simulation
i —— Queuing

650 i === |deal

500

350

200

0

Figure 5: Energy-delay tradeoff for an energy aware
queuing system
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Table 2: Simulation settings

. (packets/s) 5000
L (bits) 400
o5, (packets/s) 2500-b,

Table 3: Settings for an example operating point
Sy 1 2 3 4 5 >6

b, 2 4 4 4 6 6

6. CONCLUSIONS

We have presented modulation scaling, which allows us to design
energy aware communication systems. We have highlighted the
similarities and differences compared to voltage scaling used in
digital circuits. A lot of approaches that have been explored in the
context of voltage scaling can be applied to modulation scaling as
well. We have investigated this for energy aware wireless packet
scheduling. However, many other applications can be envisioned
that benefit from modulation scaling. Also techniques that
improve the system’s energy performance can be incorporated
into this framework, such as parallelism.
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ABSTRACT

Wireless sensor nodes can be deployed on a battlefield and
organize themselves in a large-scale ad-hoc network.
Traditional routing protocols do not take into account that
a node contains only a limited energy supply. Optimal
routing tries to maximize the duration over which the
sensing task can be performed, but requires future
knowledge. As this is unrealistic, we derive a practical
guideline based on the energy histogram and develop a
spectrum of new techniques to enhance the routing in
sensor networks. Our first approach aggregates packet
streams in a robust way, resulting in energy reductions of
a factor 2 to 3. Second, we argue that a more uniform
resource utilization can be obtained by shaping the traffic
flow. Several techniques, which rely only on localized
metrics are proposed and evaluated. We show that they
can increase the network lifetime up to an extra 90%
beyond the gains of our first approach.

I INTRODUCTION

Recently IC and MEMS have matured to the point where
they enable the integration of communications, sensors and
signal processing all together in one low-cost package. It is
now feasible to fabricate ultra-small sensor nodes that can
be scattered on the battlefield to gather strategic
information [1]. The events detected by these nodes need
to communicated to gateways or users who tap into the
network. This communication occurs via multi-hop routes
through other sensor nodes. Since the nodes need to be
unobtrusive, they have a small form-factor and therefore
can carry only a small battery. As a result, they have a
limited energy supply and low-power operation is a must.
Multi-hop routing protocols for these networks necessarily
have to be designed with a focus on energy efficiency.

The proposed approaches lean towards localized
algorithms [1][2]. Due to the large number of sensors,
network-scale interaction is indeed too energy expensive.
Moreover, a centralized algorithm would result in a single
point of failure, which is unacceptable in the battlefield. In
this paper, we propose two options for localized
algorithms to increase the sensor network lifetime: (1)
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minimize the energy consumption of transmissions and (2)
exploit the multi-hop aspect of network communications.

The first option is to combine/fuse data generated by
different sensors [1][2]. In [3] cluster head selection is
proposed to perform this task. However, in section IV, we
present a robust way of achieving the same functionality
without explicit cluster formation.

The second option focuses on the paths that are followed
during the data routing phase. The framework presented in
[2] advocates a localized model called ‘directed diffusion’.
Other work uses information on battery reserve and the
energy cost to find the optimal routes [4]. The routing
protocol in [5] is based on the node’s location, transmit
energy and the residual battery capacity. In contract to this
prior work, we propose a guideline that aims at spreading
the network traffic in a uniform fashion. Our spreading
ideas, although partly tailored towards the underlying
routing algorithm we have chosen, should be beneficial for
the energy aware routing protocols mentioned above. We
discuss these spreading techniques in section V.

However, before discussing our data fusion and spreading,
we first focus on the problem statement: how to increase
the lifetime of a network of energy constrained devices.
This results in a practical guideline, which considers the
energy histogram. All of this is treated in section IL

I1. PROBLEM STATEMENT

1. Energy Optimal Routing

Traditional ad-hoc routing algorithms focus on avoiding
congestion or maintaining connectivity when faced with
mobility [6]. They do not consider the limited energy
supply of the network devices. The example of figure 1
illustrates how the limited supply alters the routing issue.
Nodes A and FE first send 50 packets to B. Afterwards, F
sends 100 packets to B. From a load balancing perspective,
the preferred paths are ADB, ECB and FDB respectively.

However, when the nodes are energy constrained such that
they can only send 100 packets, these paths are no longer
optimal. Indeed, D would have used up 50% of its energy
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before it can forward packets from F to B. In this case, all
packets could have been delivered by choosing paths ACB,
ECB and FDB. If, instead of F, node C would have
become active, 4 should have used the original path ADB.

Figure 1: Load versus energy oriented routing

This simple case study highlights the following crucial
observation: optimal traffic scheduling in energy
constrained networks requires future knowledge. In our
example, a maximum number of packets can reach B only
if right from the start we know exactly when (and which)
nodes will generate traffic in the future.

2. Energy Efficient Routing

Ideally, we would like the sensor network to perform its
functionality as long as possible. Optimal routing in
energy constrained networks is not practically feasible
(because it requires future knowledge). However, we can
soften our requirements towards a statistically optimal
scheme, which maximizes the network functionality
considered over all possible future activity. A scheme is
energy efficient (in contrast to ‘energy optimal’) when it
is statistically optimal and causal (i.e. takes only past and
present into account).

In most practical surveillance or monitoring applications,
we do not want any coverage gaps to develop. We
therefore define the lifetime we want to maximize as the
worst-case time until a node breaks down, instead of the
average time over all scenarios. However, taking into
account all possible future scenarios is too computationally
intensive, even for simulations. It is therefore certainly
unworkable as a guideline to base practical schemes on.
Considering only one future scenario leads to skewed
results, as shown in the example of figure 1.

3. Traffic Spreading Rationale

To derive a practical guideline, we start from the following
observation: the minimum hop paths to a user for different
streams tend to have a large number of hops in common
[7]. Nodes on those paths die sooner and therefore limit
the lifetime of the network. Figure 2 presents a typical
energy consumption histogram at a certain point in time.
Some nodes have hardly been used, while others have
almost completely drained their energy.
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Figure 2: Undesirable energy histogam

As nodes that are running low on energy are more
susceptible to die sooner, they have become more critical.
If we assume that all the nodes are equally important (we
revisit this assumption in section V.2), no node should be
more critical than any other one. At each moment every
node should therefore have used about the same amount of
energy, which should also be minimized. The histogram of
figure 3 is thus more desirable than the one of figure 2,
although the total energy consumption is the same.
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Figure 3: Desirable energy histogram

Striving for a compact energy histogram translates into
the guideline that traffic should be spread over the network
as uniformly as possible. Since visualizing the histogram
over time is hard, we propose to use the root mean square
Erys as an indicator instead (the lower this value, the
better). It provides information on both the total energy
consumption and on the spread.

I11. BASIC ROUTING

As an underlying routing scheme, we base ourselves on the
paradigm of directed diffusion [2]. When a user taps into
the sensor network, he announces the type of information
he is interested in. While flooding this ‘interest’ possibly
using techniques like SPIN [8], gradients are established in
each node. These gradients indicate the ‘goodness’ of the
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different possible next hops and are used to forward sensor
data to the user.

We have opted for a simple instantiation of this paradigm,
which we call Gradient-Based Routing (GBR). While
being flooded, the ‘interest’ message records the number
of hops taken. This allows a node to discover the minimum
number of hops to the user, called the node’s height. The
difference between a node’s height and that of its neighbor
is considered the gradient on that link. A packet is
forwarded on the link with the largest gradient. Although
our techniques to increase the network lifetime are built
upon GBR, the main principles are general enough to also
be applicable to other ad-hoc routing protocols.

Iv. DATA COMBINING
1. Data Combining Entities (DCE)

Individual sensor nodes process their sensor data before
relaying it to the user [1]. It is advantageous to combine
observations from different nodes to increase the resource
efficiency. This process reduces not only the header
overhead, but also the data itself can be compacted as it
contains partly the same information.

Although this combining can be implemented by explicitly
selecting a cluster head [3], we present a scheme that is
more robust to random node failures. First note that sensor
nodes that are triggered by the same event, are typically
located in the same vicinity. The resulting cloud of
activated nodes is also in close communication proximity.
The routes from these nodes to the user merge early on [7].
Nodes that have multiple streams flowing through them
can create a Data Combining Entity (DCE), which takes
care of the data compaction. Simulations have shown that
the DCEs are located inside or very close to this cloud of
activated nodes.

This scheme is highly robust. When a node with a DCE
dies, the packets automatically take an alternative route
and pass through another node that can create a new DCE.

2. Simulations

Figure 4 depicts the effects of our DCE-based data
compaction on the total energy consumption. The nodes in
this simulation are distributed randomly over a rectangular
area with a constant width of 32 m and a linearly
increasing length B. The radio transmission range R is 20
m and the average node density is kept constant at 10?/m”.
The nodes at the top of this area sense a target and notify a
user that is located at the bottom end (the transmission of
one packet takes 5.76 oJ). For our numerical results, we
assume that a packet that is combined with another one can
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be compressed to 60% of its original size. We consider 3
distinct cases: without DCE, with at most one DCE (a
compression bit in the packet header signals if the packet
has been compressed already) on each route to the user and
with no restrictions on the number of DCEs. The reduction
in energy consumption is as expected (up to a factor 2 to
3), linearly proportional to the number of bits sent.
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Figure 4: Energy comparison for DCE
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Figure S: Delay comparison for DCE

The flip side is the average delay per packet, which is
presented in figure 5. Since DCEs have to buffer data for a
while, the packet delay will increase with the number of
combining stages applied. Whether or not this is
acceptable depends on the application.

V. NETWORK TRAFFIC SPREADING

1. Spreading Techniques

Stochastic Scheme: Using a rationale similar to the one of
[9], each node can select the next hop in a stochastic
fashion. More specifically, when there are two or more
next hops with the same lowest gradient, a random one is
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chosen. This does not increase the length of the path
followed, but nonetheless contributes to spreading the
network traffic.

Energy-based Scheme: When a node detects that its
energy reserve has dropped below a certain threshold (50%
in our simulations), it discourages others from sending
data to it by increasing its height. This may change a
neighbor’s height (since a node’s height is one more than
that of its lowest neighbor). It in turn informs other nodes
and these updates are propagated as far as is needed to
keep all the gradients consistent.

Stream-based Scheme: The idea is to divert new streams
away from nodes that are currently part of the path of other
streams. A node that receives packets tells all its neighbors
except to the one from where the stream originates, that its
height has increased. Again, other nodes must make sure
the gradients remain consistent. As a result of this scheme,
the original stream is unaffected, since those nodes have
not updated the height of the next hop. New streams of
packets, however, will take other paths as the height of the
nodes on the first path has apparently increased.

2. Simulations

& 3 8 8 8 3 8 8 8

Figure 6: Wireless sensor network topology

Scenario 1: Nodes 4 and B (see figure 6) detect a
different target and send packets to the user at regular
intervals. After generating 100 packets each (this takes
11.8 seconds), these targets disappear and both nodes
become inactive again. At this time, no node has been
drained yet completely and the network connectivity is still
fully intact. We have assumed a node has only 0.76 mJ of
energy at its disposal (which is enough to send about 140
packets). The results can readily be scaled towards more
realistic scenarios. Figure 7 shows the evolution of Egyys as
a function of time, for 5 different schemes. The
unenhanced GBR is called ‘standard’. Besides the three
schemes discussed in V.1, we have also studied a
combination of the stochastic and energy-based one.
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Figure 7: Egys for scenario 1

It is clear that the stream-based scheme indeed spreads the
traffic more uniformly over the network. As soon as the
energy of some nodes drops below 50%, the energy-based
scheme kicks in. The stochastic routing provides an
improvement both on top of the normal GBR and on top of
the energy-based scheme.

Number of nodes
20

15 4

10 +

5
Al
S S ®

S & O &

Energy used (%)

O Standard

W Stream based

Figure 8: Energy histogram after 6 seconds

To verify that the Egyys captures the relevant information,
figure 8 shows the energy histogram for the standard and
the stream-based scheme after 7 seconds. It is clear that
spreading balances the energy consumption better.

Finally, we would like to show that the improved energy
histogram is able to extend the network lifetime for a
particular future scenario, although this does not prove
anything about other possible futures. After 11.8 seconds
node C starts forwarding packets to the user. Table 1
shows that the schemes that resulted in better traffic
spreading also increase total traffic that reaches the user.
We have verified that the time the network remains intact
is increased by 90% when using the stream-based scheme.
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Scheme Packets received
Standard 127
Stochastic 133
Energy-based 160
Stochastic energy-based 161
Stream-based 175

Table 1: Packets received for scenario 1

Scenario 2: Nodes D and E (figure 6) each send 100
packets to the user in 11.8 s. Figure 9 illustrates that our
traffic spreading schemes again result in a more uniform
utilization of the network resources.
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—— Energy based
— & - Stochastic energy based
—e— Stream based
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0.15 +
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0.05 +

8 9 10 11
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Figure 9: Egys for scenario 2

As before, we investigate one particular future activity
scenario: node C becomes active after 11.8 seconds. From
table 2, we conclude that spreading the network traffic has
a negative effect as fewer packets are received! This is
because the route taken by the standard GBR protocol
avoids bottleneck node F. On the other hand, preading the
traffic of D and E diverts some packets via F and therefore
already partly drain this node before C can use it. This
illustrates that spreading might increase the lifetime,
although this does improve all possible futures. We
observe however that the problems in this case are largely
due to the fact that node F is critical as it is the only
gateway to an entire subnet. Enhanced spreading
techniques should therefore try to avoid critical nodes.

Scheme Packets received
Standard 217
Stochastic 211
Energy-based 193
Stochastic energy-based 193
Stream-based 176

Table 2: Packets received for scenario 2
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VI. CONCLUSIONS

In this paper we have argued that optimal routing in sensor
networks is infeasible. We have proposed a practical
guideline that advocates a uniform resource utilization,
which can be visualized by the energy histogram. We
acknowledge however that this is only a first cut at
tackling this complicated issue. For example, exceptions
must be made when nodes are critical in the overall
network connectivity. We also propose a number of
practical algorithms that are inspired by this concept. Our
DCE combining scheme reduces the overall energy, while
our spreading approaches aim at distributing the traffic in a
more balanced way. We note that although we have started
from GBR, our basic ideas and techniques should be able
to enhance other routing protocols as well.
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Abstract— @table wireless communication systems operate
on a limited battery supply, and energy efficiency is therefore
crucial. Voltage scaling techniques have been proposed to lower
the energy consumption of embedded processors and real-time
operating systems have incorporated these schemes in their task
scheduling engine. However, the actual data transmission itself
constitutes a major portion of the total energy consumption in
these wireless communication systems. In this paper, we extend
the scaling notion to the realm of wireless communications and
propose a novel technique called modulation scaling to decrease
the energy consumed during data transmission. Modulation
scaling trades off energy consumption against transmission
delay and as such, introduces the concept of energy awareness in
communications. We investigate how modulation scaling can be
exploited to design a dynamic power management engine at the
level of the radio. This engine coordinates the packet
transmission schedule while optimizing energy efficiency. We
demonstrate such a power management module for real-time
traffic and show that it reduces the energy consumption of data
transmissions by up to 50% through smart traffic scheduling.

L INTRODUCTION

A. Energy Awareness

Due to the proliferation of tetherless battery-operated
devices, power consumption has become a critical aspect in
system design. Recently people have come to realize that it is
energy awareness, in addition to low power, that is required
for most applications [1]. Systems should not be designed
based on worst case operating conditions alone, but should
dynamically adjust their performance to meet the required
level, resulting in energy savings. Dynamically scaling the
supply voltage is the most popular digital circuit technique to
offer both low energy consumption and energy awareness [2].

Another trend is that wireless communication handhelds
have replaced computers as the frontrunners of technology
innovations. In addition, networks of embedded autonomous
devices (called sensor networks) are on the verge of
providing ubiquitous access and sampling to our environment
[3]. In all these wireless battery operated systems, a major
source of energy consumption is the actual data transmission
over the air. Despite the work on energy awareness in digital
electronic circuits, it has been overlooked that the same
tradeoffs are present in communications as well. We show
that the modulation can be scaled much the same way as
operating voltage can, reducing the overall energy
consumption for transmitting each bit. Although the basic
idea of changing the modulation on the fly has been used to

This paper is based in part on research performed under DARPA PAC/C
program through AFRL contract #F30602-00-C-0154.

increase the throughput in the presence of fading channels
[4], it has never been exploited for low power purposes.

B.  Energy Aware Scheduling

How scaling brings about energy awareness depends on its
integration into dynamic power management. Power
management algorithms orchestrate the operation of the
different system components to reduce energy consumption
while meeting a specified minimum performance level. One
frequently used power management technique is shutting
down unused system components. However, it has been
realized that dynamically adjusting the clock speed and
operating voltage of the processor offers higher energy
savings. Embedded processors frequently operate on real-
time traffic such as multimedia streams and hence, the power
management policy has to take the associated timing
constraints (i.e. task deadlines) into account. Dynamic
voltage scaling for real-time operating systems (RTOS) in the
presence of deadlines has been studied in [5][6].

As the embedded processor is not the only critical
component in wireless communication devices, we need to
extend the dynamic power management to the
communication sub-system as well. Indeed, the processed
data streams have to be scheduled for transmission, typically
under real-time constraints. This is true for multimedia
handhelds and embedded monitoring devices such as sensor
networks. We extend the ideas of dynamic power
management for RTOS to the realm of communications and
propose a real-time dynamic power management scheme
for the radio that is based on modulation scaling.

1I. COMMUNICATION ENERGY
A. Basics

In order to investigate modulation scaling, we need to
know how the energy consumption depends on the
modulation level. In this work, we focus on Quadrature
Amplitude Modulation (QAM) due to its ease of
implementation and analysis [4]. However, our notions of
scaling and power management are extendable to other
modulation schemes as well. The performance of QAM in
terms of Symbol Error Rate (SER) and Bit Error Rate (BER)
is given by (1)-(2) [7].

1 SNR
SNR = %oA )

n
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The constellation size in number of bits per symbol is
represented by b. The received Signal to Noise Ratio is
denoted by SNR and defined as (2), where Pg is the transmit
power and P, is the noise power. The factor 4 contains all
transmission loss components. We can solve the above
expressions for the transmit power, resulting in (3). The
variable 7"is called the ‘gap’ and, for uncoded QAM, is given
by (4), as can be derived from (1).

_LeF (o _ (3)
)

I = (%){Ql [(%){1 = L Jil o oBERHZ 4)

P, is a function of the symbol rate R, and the noise power
spectral density N, as in (5) [7]. The factor ¢ takes into
account other effects, such as filter non-idealities.

P, =N, oJeR; &)

As a result, we can simplify the expression of Pgto (6)-(7).
I in (7) is the gap for a fixed system operation point (b,
BER). To get a fair comparison, the system performance is
kept constant. In practice, it makes sense to operate at a target
BER. The gap /7in (7) is thus only a function of b. Due to the
0'(\) function in (4), I"and G, only weakly depend on b.

Py =Cs G oR; '(2b - 1) (6)

- r
Noed £
A $ T, (7N

B. Energy and Delay

The goal now is to adjust b and R, to reduce the overall
energy. The transmit power Py (delivered mainly by the
power amplifier), however, is not the only source of power
spending by the radio. Electronic circuitry for filtering,
modulation, upconverting, etc. contributes as well. Equations
(8)-(9) express this component Pz for a system that can
dynamically change the symbol rate [8]. Parts of the circuitry
operate at a frequency that follows the instantaneous symbol
rate, while other parts have a fixed frequency proportional to
the maximum symbol rate. The proportionality factors are
incorporated in C, and Cp.

R 8
P, = {CE +Cp o } oR; ®)
RS
C,=C, " C, =C, o’ ©)

The total power consumption is the sum of both the
transmit and electronics power. We can express the energy to
transmit one bit, £};;, as (10). In this equation, T; is the time
it takes to transmit one bit. The term & accounts for circuitry
that is always on. Since this presents a fixed energy offset, we
ignore this term in the remainder of this paper.

E,, =(P +P,)eT,, +¢ (10)

The goal is to minimize the energy per bit by choosing the
correct values of b and R,. For typical applications, we need
to constrain the total delay a packet may incur, translating to
a bound on T};. We summarize the optimization problem as:

R
min E ={C50G50(2”—1)+CE+CR0%% (11)

bit
S

1
T, =—=T
bit b ° RS max ( 1 2 )
I1I. PERFORMANCE TRADEOFFS

Our evaluation of the performance tradeoffs is based on the
values given in Table 1. These are extracted from [8], which
describes the implementation of an adaptive QAM system.
Since the system in [8] is designed for high speed rather than
low-power applications, it is likely that applying dedicated
circuit techniques can reduce these numbers. We only use
them here as proof of concept.

Figures 1 and 2 depict E,;, and T}; as obtained from (11)
and (12) respectively. After evaluating the performance for
varying constraints on the delay (i.e. varying 7,,,), it turns
out that operating at the maximum Ry is preferable for any b.
This is logical as a higher Rg results in both a lower 7}; and a
lower E,;. For practical systems, Ry should be chosen as high
as possible, considering implementation issues and their
associated power penalties. Varying the constellation size b is
therefore the only option to trade off energy versus delay. In
real implementations, b does not have an infinitesimal
granularity but typically only takes on even integers,
indicated by the black arrows in figures 1 and 2.

TABLE 1
SIMULATION SETTINGS
Rsmae | 1 MHz Cs (b=4) 1077
BER 10° Cr 8.10°J
Cx 1077
Eyy (‘XJ)

]

4 = - 025
3 g - 05

075

b (bits/symbol) - 1 1 R (MHz)

Fig. 1: Energy consumption for adaptive R, system
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Tt (2)

3

25

]
b (bits/symbols) 2 11

Fig. 2: Delay per bit

Since the optimal symbol rate is always the maximum one,
the variable symbol rate provision is not needed for energy
awareness. The circuitry that is described by the term with Cx
is still present of course. We cannot simply remove this term,
but modify (11) by setting Ry, equal to Ry:

(13)

min E,, =[C oG, o(2" —1)+C, + CR]%

In (13), E; is no longer a function of the symbol rate.
Since a higher R, results in a lower T}, it is again beneficial
to operate at the highest symbol rate that can be implemented
efficiently. Besides the advantage of lower delays, this also
improves the capacity if the medium were shared. We can
visualize the energy and delay curves by intersecting the
surface in figures 1 and 2 with a plane at Rg=1 MHz.

Note that there is a minimum in fig.1. In the region where
the energy drops for a decreasing b, energy and delay can be
traded off against each other. In analogy with voltage scaling
techniques in digital circuits, we refer to this process as
modulation scaling. Depending on the delay that is
acceptable, the constellation size is lowered to meet that
constraint with the minimum amount of energy. If this
adaptation is performed on the fly, it results in energy
awareness. It is useless to scale beyond the energy minimum
point, as both delay and energy increase then. The position of
this minimum depends on the relative values of Cys and (Cg
+Cp). It turns out that, except for systems with a very short
transmission range, operating at the smallest value of b is
most energy efficient.

V. REAL-TIME SCHEDULING

A. Real-Time Traffic Applications

In practical communication systems data is grouped into
packets. We propose to add a power management module
to the radio. Its task is to schedule the packet transmissions,
while performing modulation scaling and at the same time
maintaining the desired overall performance.

In this paper, we focus on real-time traffic, where each
packet has a deadline by which it has to be sent. This model
is valid for multimedia streams, such as audio or video.
Another type of application that has real-time features is
wireless sensor networks [3]. Envisioned uses for these
networks of ultra-small autonomous devices are habitat
monitoring, smart office and surveillance. A possible task of
these networks is to periodically send updates on a condition
(like the location of a target, the temperature of a room, etc.)
to end users. These periodic updates can have different
periods, depending on the application. The users tap into the
network via gateway nodes, such as node G in fig. 3. These
gateways receive multiple periodic traffic streams (e.g. one
from 4 and one from B) that need to be scheduled on the
(long-haul) link to the user in an energy efficient way.

Although we tackle the above scheduling problem in
sensor networks, the power management scheme for real-time
packet scheduling that we propose in this section is relevant
for other classes of real-time traffic as well. In essence, we
consider the general problem of energy aware scheduling of
real-time traffic streams via modulation scaling.

B. Scheduling Basics

We characterize each real-time stream k by a tuple (L;,T}),
containing the maximum packet size and the time period. In
each stream, the size of the individual packets might vary
(e.g. in MPEG video or perceptual audio codecs). For sensor
networks, this variation is due to changes in compression or
the amount of sensor data. Each packet has to be sent before
the next one arrives (so its deadline is its arrival time + 7}).

A similar problem of scheduling in the presence of
deadlines has been studied extensively for RTOS. Energy
awareness has been introduced there through voltage scaling.
Techniques have been proposed that implement preemptive
scheduling policies (i.e. tasks can be suspended and resumed
later on) with the aim of minimizing the processor energy
consumption [5][6]. However, in data transmissions, once a
packet transmission has started, the scheduler should not
interrupt the ongoing transmission. The condition of non-
preemptive scheduling is the key distinction between packet
scheduling on a link and task scheduling under an RTOS.
Since all work on energy aware RTOS scheduling is
preemptive [5][6], we cannot use these results. To the best of
our knowledge, energy awareness has not been studied yet in
the context of non-preemptive scheduling.

Fig. 3: Sensor network setup
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Some useful results on the schedulability of task sets under
non-preemptive scheduling (without scaling) are given in [9].
Finding the optimal schedule for a particular offset for each
packet stream, where offset is defined as the first time a
packet arrives, is an NP-complete problem [9]. Luckily, there
exists a schedulability condition (14)-(15) (C; is the transmit
time for a packet of size L;). When both (14) and (15) are
satisfied, the set of N streams is schedulable for any offset.
Otherwise, they might be schedulable for some, but there is at
least one choice of offsets for which they are not. It can be
shown that Earliest Deadline First scheduling (EDF) always
results in a valid schedule when this condition is satisfied.

(14)

Ck=1.N .t,=nel,<T,, i=1.(k-1)

k-1
tizCk+ZLtiJ0Cj—l
=Ry,

(15)

C. Energy-Aware Non-Preemptive Scheduling

Our goal is to make the non-preemptive real-time packet
scheduling energy aware. An optimal scheduling routine
would have to consider both the offsets and the variable
packet sizes. This is too computationally intensive, since the
problem was already NP-complete when only considering
offsets. As a solution, we propose a practical algorithm,
which consists of two steps.

Admission step: When a new stream is admitted to the
system, we calculate a static scaling factor @4, for the
system, assuming all packets are of maximum size. This
factor is the minimum possible such that if the modulation
setting for each packet would be scaled by it (which results in
a uniform increase in C;), the schedulability test (14)-(15) is
still satisfied. In other words, it computes the slowest
transmission speed for each packet at which all the packet
streams are just schedulable. Fig. 4(a) depicts the original
schedule with modulation b,,,, for three streams 4, B and C.
The deadline T of the previous packet is also the arrival time
of the next packet of that stream. The slowdown in fig. 4(b)
is indeed the maximum possible, since the first instance of
packet B would otherwise miss its deadline 7.

Adjustment step: During run-time, packets are scheduled
using EDF. However, before the transmission starts the actual
size of each packet is known, see fig. 4(c). We calculate an
additional scaling factor a, such that the transmission
finishes when that of a maximum size packet would have, see
fig. 4(d). Since step 1 assumed the maximum packet size, the
schedulability is guaranteed. If the system would still be idle
after the packet transmission, we stretch the transmission
until the packet’s deadline or the arrival time of a new packet
(which is known due to the periodic nature of the traffic). We
call this extra scaling factor o,..,. Fig. 4(e) illustrates that

T, Tp Te T,
< * 3 <
(a) A| B |cl4lB C |4
Y L 2 L 3 ?
® | 4] slclafB] [ € ||
L 2 L 2 "
© @7 cmE g
L 2 L 2 "
(d) !Tl—T—rc A[B TT_[[,
L 2 L 2
© mirTlTliTT—u

-

Fig. 4: Scheduling with modulation scaling

the second instance of packet B can indeed be stretched
(while this factor is 1 for the other packets).

Finally, the scheduler combines all three scaling factors to
get the overall modulation that is used for the current packet.
For practical systems, the scaled constellation size b" of (16)
is rounded up to the closest allowable value.

*
b =b,, e, «,,

stretch

(16)

tatic

D. Performance Evaluation

In order to evaluate the performance of our scheme, we
have carried out a number of simulations. Unfortunately, for
the sensor network application we focus on, no realistic
numbers for the characteristics of data streams are available.
We have based our simulations on general statistics, which
we expect to be sufficiently relevant.

We select the maximum packet size L; to be the same for
each stream and equal to 400 bits. For each packet, its actual
size is independently chosen from a uniform distribution
between YL, and L, (where {is a parameter we vary in our
simulations). Furthermore, we choose R, and b,,,, to be equal
to 1 kHz and 6 bits/symbol respectively. All simulations are
averaged over an adequate number of offsets.

Scenario 1: Five streams with different periods, listed in
table 2, need to be scheduled. For these values, the total link
utilization is rather high: 84% when all packets are of
maximum size (¢ = 1). Fig. 5 plots the energy curves,
normalized versus a scheme without scaling (b = b,,,, at all
times), of specific variants of our algorithm. When only using
Osaric 10 (16), there are no energy savings as the scaling factor
is not enough to lower the modulation to next allowed level
without compromising the schedulability.

TABLE 2
STREAM PERIODS
T[ Tg T3 T4 T5
0.20s 0.25s 1.50s 1.00 s 0.50s
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Fig. 5: Energy in scenario 1

However, adding o, results in an energy reduction as the
packet size variation increases (¢ decreases). We also note
that the effect of ¢y, s significant.

Scenario 2: Now, only the first three streams of table 2 are
scheduled. In this case the maximum total link utilization is
64% and the normalized energy is shown in fig. 6. We note
that in this case, ¢ alone is large enough such that 4 can
be uniformly set to 4 bits/symbol. Again oy, and Oy, result
in extra energy savings, although smaller.

These simulations illustrate that our dynamic power
management scheme actually introduces energy awareness
with regard to two distinct phenomena.

1. Variations in overall utilization are handled by the
admission step in our algorithm. These are due to
changes in number of streams, which are likely to occur
over relatively large time scales. The transmission is
uniformly slowed down via ¢, to automatically adapt
to these changes.

Relative energy

0_6 =

astatic' adwl
Cstatic

astatic' adwl . astretch

- v v

——

0.8

0.2

0.4 0.6

J 1

Fig. 6: Energy in scenario 2

2. Variations in individual packet sizes on the other hand
occur at much smaller time scales. These cannot be
handled during the admission of the streams, but are
exploited in the adjustment step of our algorithm via a,,

and Ostretch-

V.

We have developed the concept of modulation scaling,
which essentially allows us to trade off energy versus delay
on the fly. As such, it enables the design of energy aware
communication systems. We described how modulation
scaling can be integrated into a dynamic power management
scheme on the radio. As battery operated wireless
communication devices become more proliferated, extending
the principles of power management from the realm of
embedded processors to embedded radios is indeed crucial.

CONCLUSIONS

To this end, we have presented energy aware EDF
scheduling for real-time traffic streams. Our non-preemptive
algorithm guarantees that no packet deadlines are missed, yet
dynamically scales the transmission rate to ensure energy
efficient operation. The adaptation leverages both long and
short-term traffic dynamics, through a two-stage modulation
scaling process.
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Abstract

Energy aware system operation, and not just low power hard-
ware, is an important requirement for wireless embedded sys-
tems. These systems, such as wireless multimedia terminals or
wireless sensor nodes, combine (soft) real-time constraints on
computation and communication with requirements of long bat-
tery lifetime. In this paper, we present an OS-directed dynamic
power management technique for such systems that goes beyond
conventional techniques to provide an adaptive power vs. fidelity
trade-off.

The ability of wireless systems to adapt to changing fidelity
in the form of data losses and errors is used to tradeoff against
energy consumption. We also exploit system workload variation
to proactively manage energy resources by predicting process-
ing requirements. The supply voltage, and clock frequency are
set according to predicted computation requirements of a spe-
cific task instance, and an adaptive feedback control machanism
is used to keep system fidelity (deadline misses) within specifi-
cations.

‘We present the theoretical framework underlying our approach
in the context of both a static priority-based preemptive task
scheduler as well as a dynamic priority based one, and present
simulation-based performance analysis that shows that our tech-
nique provides large energy savings (upto 76%) with little loss in
fidelity (< 4%). Further, we describe the implementation of our
technique in the eCos real-time operating system (RTOS) run-
ning on a Strong ARM processor to illustrate the issues involved
in enhancing RTOSs for energy awareness.

1 Introduction

Modern day wireless embedded systems, examples of which in-
clude mobile multimedia terminals with wireless LAN cards, 3G
cellular phones, self-organizing ad-hoc network grids of wireless
sensors, wireless toys and robots ezc., involve an integration of
high-performance computing and wireless communication capa-
bilities, under real-time constraints. The battery operated nature
of these systems requires them to be designed and operated in a
highly energy efficient manner to maximize the battery lifetime.

In addition to using low-power hardware components |1, 2, 3],
managing the various system resources in a power-aware manner
i.e., Dynamic Power Management (DPM), can further reduce en-

ergy consumption considerably, thus increasing battery lifetime.
This paper presents a system level pro-active DPM scheme that
provides an adaptive trade-off between power consumption and
operational fidelity by exploiting the key characteristics of wire-
less embedded systems listed below.

o Most wireless systems are resilient to packet losses and
errors. The operating scenarios of these systems invari-
ably have losses and errors associated with them (e.g., noisy
wireless channel conditions lead to packet losses and er-
rors). In these systems, the application layer is designed to
be adaptive and tolerant to these impairments. Hence, these
wireless systems fall under the category of “soft” real-time
systems where a small number of task deadline misses are
not catastrophic to system performance, but only lead to a
small degradation in the user-perceived system fidelity. For
example, a small percentage of packet loss is acceptable in
mobile multimedia applications like audio or video decod-
ing.

e Wireless embedded systems offer a power-fidelity trade-
off that can be exploited to suit application needs. For
example, the precision of the computation (e.g., quality of
the audio or video decoding) can be traded off against the
power consumed for the computation [21]. Also, the wire-
less channel induced error can be reduced by increasing the
transmission power of the radio. Thus, these systems inher-
ently have a power-fidelity control knob which can be fine
tuned to suit application needs.

* Wireless embedded systems have time varying computa-
tional loads. Performance analysis studies have shown that
for typical wireless applications (e.g., audio and video en-
coding/decoding, encryption/decryption ezc.), the instance
to instance task execution time varies significantly and
is often far lower than the worst case execution time
(WCET) [4]. Table 1 gives the WCET and best case ex-
ecution time (BCET) for a few example benchmarks {4].
Note that, even though the execution times vary signifi-
cantly, they depend on data values that are obtained from
physical real-world signals (e.g., audio or video streams)
and hence are likely to have some temporal correlation be-
tween them. This temporal correlation enables us to predict
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Program Description BCET WCET
DES Data Encryption 73,912 672,298
DIPEG | JPEG decompression 128x96 color | 12,703,432 | 122, 838, 368

FDCT JPEG forward DCT 5,587 16, 693
FFT 1024 point FFT 1,589,026 3,974, 624

Table 1: Variation in execution times for a few tasks used in multimedia applications [4]

the runtime to a reasonable degree of accuracy. The varia-
tion in execution time offers additional potential for energy
reduction which we exploit in the proposed work.

Due to the need for flexibility and adaptability to constantly
evolving standards, a significant fraction of the functionality of
wireless embedded systems is frequently implemented as soft-
ware running under a real time operating system (RTOS) on a
programmable processor platform. The RTOS is uniquely poised
to efficiently implement system power management policies due
to the following reasons. Since the RTOS co-ordinates the ex-
ecution of the various application tasks, it has global informa-
tion about the performance requirements and timing constraints

of all the applications. Also, the RTOS can directly control the -

underlying hardware platform, tuning it to meet specific system
requirements.

A commonly used DPM scheme is one in which unused sys-
tem components are shutdown or sent into low-power states.
Previous work on shutdown based power management has fo-
cussed on optimizing the state transition policy [5, 6, 7]. A
detailed survey of system level shutdown based power manage-
ment techniques is presented. in [8]. An alternative DPM tech-
nique is Dynamic Voltage Scaling (DVS), where the voltage and
operating frequency of the processor are changed dynamically
during runtime in order to just meet the performance require-
ment. DVS based DPM, when applicable, has been shown to
have significantly higher energy efficiency compared to shut-
down based DPM due to the convex nature of the energy-speed
curve [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21].

1.1 Paper overview and contributions

This paper presents a system level DVS based power manage-
ment technique that exploits the previously described character-
istics of wireless systems, namely error-tolerance, power-fidelity
tradeoff, and time varying computational loads. The proposed
technique consists of an off-line and an online component, that
together exploit the task runtime variation by predicting task in-
stance execution times and performing DVS accordingly. The
few deadline misses that result from occasional erroneous pre-
diction are not catastrophic to system performance due to the in-
herent error-tolerant nature of these wireless systems. Our algo-
rithm uses a novel adaptive feedback mechanism to keep a tight
check on the number of task deadline misses. This is done by

monitoring the deadline miss history, and accordingly adapting
the prediction to be more aggressive or conservative.

We investigate a commonly used static priority assignment
based scheduling scheme (Rate Monotonic priority assign-
ment [22]) as well as a dynamic priority assignment based one
(Earliest Deadline First priority assignment [22]) and show that
our voltage scheduling strategy has a significantly higher energy
efficiency compared to conventional WCET based schemes. Ex-
periments indicate that the use of our technique results in energy
reductions of up to 76% (average of 54%) over a shutdown
based technique, and up to 68% (average of 47%) over the
WCET based technique of [15]. We have implemented our
DPM technique into the kernel of eCos [23], a commercial RTOS
from Red Hat Inc., running on a StrongARM SA-1110 proces-
sor from Intel [24] that supports dynamic voltage and frequency
scaling. We illustrate the various issues involved in enhancing an
RTOS for energy awareness and describe how our implementa-
tion tackles these issues.

1.2 Related work

Initial work on DVS was in the context of a workstation-like
environment [10, 11] where average throughput is the perfor-
mance metric, and latency is not an issue since there are no real-
time constraints. A technique to derive an off-line minimum-
energy schedule for independent processes with deadlines was
presented in [12]. Researchers have also proposed the concept
of compiler-directed DVS [25] where the compiler sets the pro-
cessor frequency and voltage with the aim of minimizing en-
ergy under real-time constraints. There have been several other
techniques proposed for energy-efficient real-time task schedul-
ing [13, 14, 15, 16, 17, 18, 19, 20]. However, all of them perform
voltage scheduling assuming that the tasks in the system have
hard deadline constraints. Further, most of them assume that ev-
ery task instance executes for its WCET. Even the few techniques
that take into account task runtime variation [15], leverage it only
for processor shutdown and not during voltage scaling. Recently,
a DVS technique that attempts to exploit task run-time variation
was presented in [26]. However, this technique only targets hard
real-time systems, and does not involve any pro-active DPM.
Thus, it does not provide any tradeoff between power consump-
tion and application fidelity.

The rest of this paper is organized as follows. Section 2
describes the background about real-time task scheduling and
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presents examples to illustrate the power management oppor-
tunities that exist during task scheduling. Section 3 presents
the CPU power model used. Section 4 discusses our adaptive
power-fidelity tradeoff technique. Section 5 describes the sim-
ulation based performance analysis and presents simulation re-
sults. Section 6 describes our implementation setup (hardware
and software), details the changes that have to be made to eCos
to implement our power management scheme and presents the
implementation results. Section 7 presents the conclusions.

2 Background and illustrative examples

We describe the basic scheduling approach adopted in our work,
and present examples to illustrate the power management oppor-
tunities that arise due to the slack present in the system as well
as dynamic variation of task execution times.

2.1 Task scheduling in RTOS

The task scheduler of an RTOS is responsible for scheduling a
given set of tasks such that real-time constraints are satisfied.
Schedulers differ in the type of scheduling policy they imple-
ment. A commonly used scheduling policy is Rate Monotonic
(RM) scheduling {22]. This is a fixed-priority based preemp-
tive scheduling scheme where tasks are assigned priorities in
the inverse ratio of their time periods. Fixed priority based pre-
emptive scheduling is commonly used in operating systems like
eCos, WinCE, VxWorks, QNX, uC/OS etc., that run on wire-
less embedded devices such as handheld multimedia devices and
wireless sensors. An alternative scheduling scheme is Earliest
Deadline First (EDF) scheduling [22], where task priorities are
assigned dynamically such that task instances with closer dead-
lines are given higher priorities. No matter which scheduling
policy is used, the RTOS ensures that, at any point of time, the
currently active task is the one with the highest priority among
the ready to run tasks.

2.2 DPM opportunities during task scheduling

It has been observed in many systems that, during runtime, even
if all task instances run for their WCET, the processor utilization
factor is often far lower than 100%, resulting in idle intervals.
This slack that inherently exists in the system due to low proces-
sor utilization is henceforth referred to as the static slack. It can
be exploited for power management by statically slowing down
the processor and operating at a lower voltage. While processor
slowdown improves the utilization factor, excessive slowdown
may lead to deadline violations. Hence, the extent of slowdown
is limited by the schedulability of the task set under the Rate
Monotonic scheduling scheme at the reduced speed. The follow-
ing example illustrates the use of static slowdown and voltage
scaling to reduce energy consumption by exploiting the static
slack present in the system.

Example 1: Consider a simple mobile multimedia terminal
shown in Figure 1. The system receives real-time audio and

Figure 1: Mobile multimedia terminal used in Examples 1 and 2.

2

Task Time Period | WCET | Deadline
Audio decoding 60 10 60
Protocol processing 70 15 70
Video decoding 120 40 120

Table 2: Task timing parameters for Examples 1 and 2

video streams over a wireless link, and plays them out. The
three main tasks that run on a processor embedded in this sys-
tem are protocol processing, audio decoding, and video decod-
ing. The timing parameters for these tasks are given in Table 2.
The resulting schedule for the time interval [0, 120] when this
task set is scheduled on a single processor using the Rate Mono-
tonic priority assignment scheme [22], is shown in Figure 2(a).
It can be seen from the figure that the system is idle during time
interval [90, 120]. This slack can be utilized to lower the op-
erating frequency and supply voltage, thereby reducing the en-
ergy consumption. Figure 2(b) shows the schedule for the same
task set with the processor slowed down by a factor of 45 As
seen from the figure, processor slowdown leads to elimination
of slack. Note that any further reduction in processor speed will
result in the video decoding task missing its deadline. So, for
minimum energy operation while satisfying deadline constraints,
the processor’s operating frequency can be lowered by a factor
of % and the supply voltage can be lowered from 5V to 4.08V

.(using the equations presented in Section 3). The energy con-

sumption which is quadratically dependent on the supply voltage
is reduced by 33.42%. |

Static slack is not the only kind of slack present in the system.
During runtime, due to the variation in the task instance execu-
tion times, there is an additional slack created when a task in-
stance finishes executing before its WCET. This slack that arises
due to execution time variation is henceforth referred to as dy-
namic slack. Dynamic slack can be exploited for DPM by dy-
namically varying the operating frequency and supply voltage of
the processor to extend the task execution time to its WCET. The
faster a task instance executes, the more its power management
potential. However, to realize this potential, we need to know
the execution time of each task instance. As mentioned in Sec-
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Deadline of first instsnce
of video decoding task

60
@

30 40 50 70 80 o9 100 110 120

60 70
®)

0 10 20 3 40 S50 80 90 100 110 120

D Audio decoding . Protocol processing . Video decoding
Figure 2: Task execution schedule for Example 1: (a) Original
(b) Statically optimized

tion 1, the temporal correlation between the instance to instance
execution times, enables us to predict the runtime of a task in-
stance based on recent execution history. The following example
illustrates how energy efficiency can be increased by utilizing the
dynamic slack.

Example 2: Consider the optimized schedule for the task set of
Example 1 shown in Figure 2(b). Figure 3(a) shows the resulting
schedule when the first instance of video decoding requires only
20 time units to complete execution. As seen from the figure,
there is a slack created due to the execution time variation of the
video decoding. This slack can be utilized to reduce energy by
dynamically reducing the processor frequency and supply volt-
age during the execution of the first instance of the video decod-
ing task. If the frequency were to be dropped by a factor of 2
over the already statically optimized value, the slack gets filled
up again as shown in Figure 3(b). The voltage can then be de-
creased to 2.69V (using the delay-voltage equation given in Ex-
ample 1). This gives us an additional energy savings of 56% for
that particular task instance, over the statically optimized value.
B

Deadline of first instsnce

of video decoding task
408V
010 20 30 40 sp 60 70 80 op 100 110 120
(&)
408V 269V 269V
0 10 20 30 40 50 e 70 80 90 100 110 120

(b)

D Audio Decoding . Protocol processing . Video decoding
Figure 3: Task execution schedule for Example 2: (a) Statically

optimized (b) After dynamic slowdown

The above examples illustrated the power management opportu-
nities present during real-time task scheduling. We next describe
our system model and then present our power-aware scheduling
algorithm that exploits these opportunities to result in large en-
ergy savings.
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3 CPU power model

The power consumed by the processor is dominated by the
switching component which is given by Pswitching = Cess X
ded x f where C.yy is the total switched capacitance, Vyq is
the supply voltage, and f is the system clock frequency. The
gate delay in the system is given by Delay = mj“—dx_‘";ildnf o %
where V}y, is the threshold voltage, and & is a technology depen-
dent constant. The maximum voltage of the system was set to be
Vres =5 volts for the simulation based analysis. The normalized
speed of the processor at maximum frequency, and the normal-
ized power consumption at maximum frequency and maximum
supply voltage were both set to be 1. By combining the above
equations, and eliminating V', the normalized power consump-
tion (P) as a function of the normalized speed (S) is obtained as

P(S) = 0.248 x S® + 0.225 * S + 0.0256 * S + (0.014112
* 52 +0.0064 % S) x V/311.16 x 52 + 282.24 % 3

for V;;, = 0.8V. We use this equation to calculate the power con-
sumption of the system for a given normalized operating speed.
However, our implementation (described in Section 6) uses a
power model derived from actual measurements [27].

3.1 Variable voltage supply

The variable supply voltage is generated using DC-DC switching
regulators in the power supply. Efficient DC-DC regulators with
fast transition times were reported in {28, 29]. Complimentary to
the supply voltage variation is the accompanying variation of the
system clock frequency. When the clock frequency is altered,
the PLL present in the clock generator circuitry takes a finite
amount of time to settle at its steady state value. In our sim-
ulation framework, we account for these transition overheads,
by setting the transition time for the voltage change and associ-
ated frequency change to be 10 microseconds [17]. Further, the
processor is stalled for the duration of the frequency change, re-
sulting in some amount of wasted energy. We account for this
overhead as well in our energy calculations.

4 Algorithm

At the core of our system model is the runtime scheduler that
schedules applications as concurrent tasks to run on the proces-
sor. We consider a priority based scheduling model where each
task is given a priority and higher priority tasks are always ex-
ecuted before lower priority ones. The priority assignment is
either done statically, in the case of Rate Monotonic schedul-
ing [22] or dynamically, in the case of the Earliest Deadline First
scheduling [22]. Since other tasks may arrive when a particular
task instance is being serviced, there is a queue to store the ready
to run tasks. The preemptive nature of the system ensures that if
at any instant of time a higher priority task than the active one
arrives, the active task is preempted and sent to the ready to run
queue and the higher priority task starts executing. Whenever
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a task finishes executing, the highest priority task in the ready
queue is selected to be executed next. Task instances that do not
finish executing by their deadline are killed.

The pseudo-code of our algorithm is shown in Figures 4 and 5.
The crucial steps of our algorithm, namely computation of the
static and dynamic slowdown factors and the voltage variation
policy, are described in the following subsections.

4.1 Static slowdown factor computation

This is the off-line component of our algorithm and involves a
static analysis of the target task set. It is executed whenever a
new task (e.g., audio/video decoding) enters the system and reg-
isters itself with the scheduler. Given the task set to be sched-
uled, the procedure COMPUTE _STATIC_SLOWDOWN FACTORS
performs a schedulability analysis [30] and computes the mini-
mum operating frequency for each task, at which the entire task
set is still schedulable. Every task is slowed down uniformly
till one or more tasks reach their critical point (i.e., they are just
schedulable). Further scaling of any task with higher priority
than any of the critical tasks will render at least one critical task
unschedulable. Therefore, only those tasks, if any, with lower
priority than any of the critical tasks can be scaled further with-
out affecting the schedulability of the task set. The procedure
continues till there is no further scaling possible while satisfy-
ing all task deadlines. This procedure gives us a reduced clock
frequency for each task such that the entire task set is just schedu-
lable. The online component of our algorithm builds upon this
static slowdown to perform dynamic frequency and voltage scal-
ing to maximize the energy savings.

Procedure COMPUTE_STATIC.SLOWDOWN_FACTORS
Inputs: Time_Periods{ ], WCETS] ], Deadlines] ]
Outputs: Static_Slowdown_Factors][ ]

SET § //Tasks that can be further slowed down
SET S/
Current_Scaling_Factor = 1;
While (Scalable._tasks ! = ¢) {
f = Scale_WCETs(Periods[ ], WCETs[ ], Deadlines{ });
S1 = Tasks that will miss deadlines
with further scaling;
Current_Scaling_Factor = Current_Scaling. Factor * f;
For each task i in S
Static_Slowdown_Factor[i] = Current. Scaling Factor;
S = All tasks with priority < Lowest priority
of tasks in S1;
}
}

Figure 4: Pseudo-code for the off-line component of the pro-
posed algorithm

4.2 Dynamic voltage scaling

The online component of our algorithm invokes the COM-
PUTE_DYNAMIC_SLOWDOWN _FACTOR procedure to dynami-
cally alter the supply voltage and operating frequency of the sys-
tem during task scheduling in accordance with the recent task
execution history. The procedure is called each time a new task
instance starts executing, and based on an estimate of the task
instance execution time, the processor speed and voltage are set
accordingly.

Procedure COMPUTE_DYNAMIC_.SLOWDOWN_FACTOR

Inputs: WCET, Deadline_Miss_History,
Execution_History

Outputs: Dynamic_Slowdown_Factor

P = PREDICT-TIME(Execution_History);

a = ADAPTIVE_FACTOR(Deadline_Miss_History, a);
P=P*a;

Dynamic_Slow_Factor = WCET / P;

}

Procedure PREDICT.TIME
Input: Execution_History
Output: Predicted_time

If (Elapsed_time_for_task_instance = 0)
Z{v (Runtime of kth task instance)

Predicted_time = ~
//N is the number of past instances being monitored
Else
Predicted_time = Expected value of execution time
distribution from Elapsed_Time to WCET;
}

Procedure ADAPTIVE_FACTOR

Input: Deadline_Miss_History, Adaptive_Factor
Output: Adaptive_Factor

{

x = Number of deadline misses in past M instances;
If (x > T1) Adaptive_Factor + = [,

If (x < T2) Adaptive_Factor - = D;

Figure 5: Pseudo-code for the online component of the proposed
algorithm

4.2.1 Runtime prediction strategy

A novel feature of our algorithm is that it uses a predictive
scheme that exploits the temporal correlation between the in-
stance to instance task execution times to determine the run times
of individual task instances. The runtime of a task instance is pre-
dicted as the mean of the execution times of a fixed number of
previous task instances. An execution history database is main-
tained for each task, that is updated every time a task instance
finishes executing or is killed owing to a deadline miss. This is
a very simple predictor that places an extremely light computa-
tional load on the scheduler. The use of a more complex predic-
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tor will certainly improve prediction accuracy, and therefore the
performance of our algorithm. However, this will significantly
increase the computational burden on the scheduler, leading to
non-negligible scheduler overhead.

4.2.2 Improving prediction accuracy

In order to improve prediction accuracy while retaining simplic-
ity, we extend the prediction strategy to use conditional predic-
tion as described below. Every time a task instance is preempted,
the predicted remaining time for that task instance is recalculated
as the expected value of the past execution history distribution
from the already elapsed time to the WCET of the task. This
gives the predicted remaining time of the task, given that it has
already run for the elapsed time. This improves the prediction
accuracy and reduces the probability of under-prediction, in turn
reducing the probability of missed deadlines.

4.2.3 Adaptive power-fidelity tradeoff

To further reduce the number of missed deadlines, we introduce
a novel adaptive feedback mechanism into the prediction pro-
cess. The recent deadline miss history is monitored, and if the
number of deadline misses is found to be increasing, the pre-
diction is made more conservative, reducing the probability of
further deadline misses. Similarly, a low/decreasing deadline
miss history results in more aggressive prediction in order to
reduce energy consumption. The prediction scheme thus be-
comes adaptive to a recent history of missed deadlines, becoming
more conservative in response to deadline misses and becoming
more aggressive if no deadline misses occur over the past few in-
stances. This adaptive control mechanism ensures that the num-
ber of deadline misses (which is representative of system fidelity)
is kept under tight check at all times.

4.2.4 Voltage variation policy

The pre-computed static slowdown factor for each task is aug-
mented with a dynamic slowdown factor for the specific task in-
stance that is about to start executing. The dynamic slowdown
factor is computed by stretching the task instance’s predicted ex-
ecution time to reach its WCET. The product of the static and
dynamic factors is the final slowdown factor. The processor’s
operating frequency is then decreased by this factor, the corre-
sponding supply voltage is set, and execution of the task instance
begins. This dynamic slowdown spreads the execution to fill oth-
erwise idle time intervals, enabling operation at a lower supply
voltage and frequency, and resulting in reduced energy consump-
tion.

5 Simulation based analysis

The proposed DVS based adaptive power management scheme
was implemented and simulated using PARSEC [31], a C based
discrete event simulator. The system model for the simulation is
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shown in Figure 6. The implementation consisted of two paral-
lel communicating entities representing the RTOS, and the task
source. In addition to performing task scheduling, the RTOS en-
tity also maintained and monitored the task instance execution
history and the deadline miss history. The task generator, peri-
odically generated task instances with run times according to a
trace or a distribution, and passed them to the RTOS entity.

TASK INSTANCES

ED DR ED

RTOS
ENTITY

ENTITY

PARSEC SIMULATION PLATFORM

Figure 6: System simulation model in PARSEC

We performed simulations on three different task sets. The
first two task sets (henceforth called Task Set I and Task Set 2)
are based on standard task sets used in embedded real-time ap-
plications [32, 33]. The third task set is a multimedia set that has
two tasks - MPEG and audio decoding. For the first two task sets,
task instance run times were generated from a random Gaussian
distribution with Mean = (BCET + WCET) / 2 and Standard De-
viation = (WCET - BCET)/ 6. The actual run times for the mul-
timedia tasks were derived from the discrete probability distribu-
tion for these given in [34]. We conducted three experiments on
each task set. In the first experiment, only shutdown based DPM
was employed and the operating voltage and frequency remain
fixed at their maximum values. In the second experiment, we
implemented the low-power scheduling technique of [15].

This scheme is a non-predictive one where the voltage scaling
is based on the WCET. Finally, the proposed prediction based
adaptive power management scheme was implemented and the
power savings were recorded. For the first two task sets, each
experiment was repeated while varying the BCET from 10% to
100% of the WCET in steps of 10% and the power consump-
tion was calculated. Figures 7-9 present the results when RM
scheduling is employed and show the power consumed in the
various cases, for Task Set 1, Task Set 2 and the multimedia task
set respectively. As can be seen from the figures, shutdown based
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Figure 7: Normalized power dissipation of various DPM
schemes for Task Set 1 under RM scheduling
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Figure 8: Normalized power dissipation of various DPM
schemes for Task Set 2 under RM scheduling
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Figure 9: Normalized power dissipation of various DI
schemes for the multimedia task set under RM scheduling

power management is the least energy efficient while the pro-
posed DVS based adaptive power management technique results
in a high energy savings. The proposed DPM technique results
in energy savings of upto 76% (average of 54%) and upto 68%
(average of 47%) over the shutdown based scheme and WCET
based scheme respectively. The deadline misses that occur due
to the predictive nature of the proposed scheme are plotted in
Figure 10 for the first two task sets. In the case of the multi-
media task set, for the particular runtime distribution used, the
percentage of deadline misses was found to be 4%, which is ac-
ceptable in speech and video processing applications. Similar
results were obtained when EDF scheduling was used. Figure
11 shows the power consumption for Task Set 1 when scheduled
using the EDF policy and Figure 12 shows the corresponding
deadline miss profile.

It is clear from the above results that the use of our adaptive
prediction based DVS technique results in a large savings in the
power consumed at the cost of an extremely small percentage of
missed deadlines.

6 Implementation issues and experimen-
tal validation

We have implemented the proposed adaptive power-aware task
scheduling scheme into the task-scheduler of the eCos operat-
ing system [23], which is a commercial RTOS from RedHat Inc.
We used the Assabet development board [24] from Intel as the
hardware platform for porting the eCos operating system. Figure
13 shows a picture of the Assabet development board. We next
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Figure 10: Percentage of deadline misses for the Task Set 1 and
Task Set 2 under RM scheduling

0.6

Normalized power
2 s & =

ol

10 20 30 4@ 50 60 70 50 9% 100
BCET/WCET a3 %

[ oo T

Figure 11: Normalized power dissipation of various DPM
schemes for Task Set 1 under EDF scheduling

highlight some of the issues involved in implementing DVS on
an RTOS, and describe our implementation in detail. We present
experimental results obtained from our implementation that vali-
date and prove the effectiveness of the proposed DPM technique.

6.1 The StrongARM SA-1110 processor

The Intel StrongARM SA-1110 processor is a high-performance,
low-power processor for portable wireless multimedia devices.
The StrongARM SA-1110 supports dynamic voltage and fre-
quency scaling. The core clock frequency is configured by soft-
ware through the core clock configuration field in the power man-
ager phase-locked loop configuration register (PPCRY). It can op-
erate from 59MHz to 221MHz, with a corresponding core sup-
ply voltage from 0.8V to 1.5V. Voltage scaling has to be done
externally using a DC-DC converter. The processor displays a
dynamic range of 2X in energy per operation [35] which is in-
dicative of the significant energy savings that can be obtained
through the use of DVS. The following characteristics of the SA-
1110 have a direct impact on the energy savings obtained.

e Discrete permissible operating frequencies: The SA-
1110 can operate only at 12 discrete frequency values, be-
tween 59MHz and 221MHz. Thus, frequency hopping can
only be done in discrete steps and not in a continuous man-
ner. This leads to a small decrease in the extent of DVS, and
hence the energy savings.
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Figure 12: Percentage of deadline misses for the Task Set 1 under
EDF scheduling

Figure 13: Photograph of the Assabet development board [25]

» Time overhead associated with frequency changes: Ev-
ery time a frequency change is effected, the system clock
is frozen, and the processor is stalled for 150 microsec-
onds while the on-board PLL locks to the new frequency.
During this frequency transition interval, the processor con-
sumes some energy, but this is very small since the system
clock is frozen, and so the switching power is eliminated.
Newer processors such as Intel’s XScale [36], and Trans-
meta’s Crusoe [37)] have a much smaller time overhead as-
sociated with frequency changes (around 30 microseconds).

Energy loss in the DC-DC converter: During supply volt-
age conversion process, there is some energy loss in the
DC-DC converter. In recent years, several high efficiency
DC-DC converters have been proposed to power variable
voltage systems [28, 29]. In our implementation, we do not
actually power the SA-1110 with a variable voltage. This
is because the SA-1110 development board is not equipped
with a DC-DC converter. However, a board can easily be
constructed to provide the required variable supply voltage.
For our implementation, we scale the frequency and main-
tain a time stamped log of every frequency change, and the
corresponding value of the supply voltage. We post-process
the log to numerically calculate the power dissipation.
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6.2 The eCos operating system

eCos is an open source real-time operating system for embedded
applications. At the core of the eCos kernel is the runtime sched-
uler that defines the way the various threads run and provides
the mechanisms by which they may synchronize. The scheduler
which is responsible for the task execution schedule has to be
enhanced so that it can alter the processor frequency and voltage
while taking scheduling decisions, making the system power-
aware. We next illustrate the enhancements that have to be made
to eCos to incorporate our voltage scheduling scheme into it.

Application Layer Application Application

‘Wrapper:| ¥

1SO C Library

Native C API

Internal Kernel API

Device Drivers

Kernel

Hardware Abstraction Layer

StrongARM SA-1110 processor

Figure 14: eCos Kernel block diagram showing the enhance-
ments to be made

Figure 14 shows the changes that have to be made to eCOS in
order to incorporate energy awareness into the task scheduling
process. Our main objective while integrating power manage-
ment into the RTOS kernel was to create a clean API module
that acts as an interface between the user and the eCos kernel
and enables the scheduler to make task scheduling decisions in
an energy aware manner. Thus, any OS specific information (e.g.
names of functions, sequence of function calls, object creation
etc.) is hidden from the user. The API also acts as the Admission
Control Unit and passes on user specified timing information to
the kernel.

o Application Wrapper: Each application has to pass on its
timing constraints to the runtime scheduler. For this pur-
pose, a wrapper has to be added around every application in
order to communicate with the Admission Control Unit.

e Admission Control Unit: Whenever a new task is intro-
duced into the system, this unit performs a schedulability
analysis, and decides whether to admit the new task or not.
If the task is admitted, then this unit also implements the of-
fline component of our algorithm. The Admission Control
Unit then passes on the static scaling factors, and the asso-
ciated task timing information to the manager entities that
are inbuilt into the kernel.

¢ Task Manager: Upon receiving task information from the
admission control unit, the task manager generates the var-
ious threads and their associated runtime environment. The
second important function of the task manager is deadline
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monitoring. Under the current scheduling scheme of eCos,
all task instances eventually run to completion. We intro-
duce the notion of timing constraints through the task man-
ager that monitors each task instance, and kills it if it vio-
lates its deadline. The task manager also performs a third
function, namely that of dynamic priority-reassignment.
When a new task enters the system after being approved
by the admission control unit, the task manager locks the
scheduler, creates the new task and its associated structures.
It then reassigns priorities for all the tasks and re-registers
them with the scheduler along with their new priorities.
Control is then passed back to the scheduler to continue task
execution.

e Power Manager: The power manager is responsible for
all the DPM decisions made during scheduling. The power
manager maintains all the timing information that is used to
decide the operating voltage and frequency (history of task
execution times, recent deadline miss information erc.). It
also implements the runtime predictor based on the timing
information. During a context switch, the power manager
computes the task instance’s scaling factor, and translates it
into a valid frequency, which is then written into the PPCR
register.

‘Thread created for
every task instance
(Le. when new data arrives)

Thread created
ounly once.

WAIT
(Waiting for new Data)

Arrivel of
new data

READY TO RUN

READY TO RUN

Pre-emption

Completion

Pre-emption

‘Thread is killed

Completion

(a) (b)

Figure 15: Thread implementation alternatives

6.2.1 Implementation architecture

Figure 15 shows two alternative thread implementation archi-
tectures. In the first architecture, shown in Figure 15(a), the
thread corresponding to each application is created only once,
when the task initially enters the system. The thread enters a
WAIT state, where it waits for the arrival of new data (i.e. next
task instance). The arrival of new data sends the thread into the
READY_TO_RUN state. When picked by the scheduler for execu-
tion, the task then enters the RUNNING state. After completing
one iteration of its computation (corresponding to one task in-
stance), the thread goes back to the WAIT state and awaits new
data. Thus, the same thread is re-initialized when new task in-
stances arrive. In contrast, in the architecture shown in Figure

15(b), each task instance results in the creation of a new thread.
The thread performs the required computation and is then killed
along with its runtime environment. Upon the arrival of the next
task instance, a new thread is spawned off and the process con-
tinues. For our implementation, we used the architecture shown
in Figure 15(b), primarily due to ease of implementation.

6.3 eCos implementation results:

30000

25000 4

20000 A

15000

10000

5000 4

Execution time (microseconds)

04

Instance number

Figure 16: Execution time for various task instances of MARS
encryption algorithm

We performed experiments on two application tasks running
under eCos on the SA-1110, a speech decoder (ADPCM), and
an encryption algorithm (MARS). These tasks represent typical
applications that run on mobile multimedia embedded systems.
The instance to instance execution time variation for the encryp-
tion task while running at the maximum operating frequency
of 221Mhz is shown in Figure 16. We ran the two tasks con-
currently on the SA-1110, and computed the power consump-
tion. We used a power model based on actual measurements for
computing the power consumption of the StrongARM proces-
sor. Figure 17 shows the power consumption of the StrongARM,
plotted as a function of the operating frequency. This plot is ob-
tained from actual current and voltage measurements reported
in [27] for the StrongARM SA-1100 processor. Figure 18 shows
the relative power consumption of the two schemes. As seen in
the figure, our technique results in significantly higher energy
savings than the shutdown based power management scheme.

400
350 1
300
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200
150
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50

Power consumed (mW)

60 80 100 120 140 160 180 200 220 240
Frequency (MHz)

Figure 17: Power consumption as a function of operating fre-
quency for the Strong ARM processor [27]
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Figure 18: Comparison of normalized power consumption for
the shutdown based scheme and proposed DVS based scheme
running on the StrongARM SA-1110

7 Conclusions

A system level DVS based adaptive power management scheme
was proposed for wireless embedded systems. The proposed
technique exploits the low processor utilization factor, instance
to instance variation in task execution times, and the tolerance
to missed deadlines of wireless embedded systems to provide an
adaptive power-fidelity tradeoff. The technique has been incor-
porated into the kernel of the eCos RTOS to result in a power-
aware OS that reduces the energy consumption through aggres-
sive DVS. Some ideas for future extensions include:

e Analysis of adaptive scheme: Our adaptive scheme has
various parameters built into it whose optimal choice needs
to be investigated.

Extending power management concepts to communica-
tion devices such as radios: Radios work in a similar sce-
nario where they are not needed to function all the time, and
their workload varies with time too. So, the same kind of
DPM techniques can be applied to radios as well, to mini-
mize the energy consumption of wireless data transmission.
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ABSTRACT

Recent advances in low-power embedded processors, ra-
dios, and micro-mechanical systems (MEMs) have made
possible the development of networks of wirelessly inter-
connected sensors. With their focus on applications requir-
ing tight coupling with the physical world, as opposed to
the personal communication focus of conventional wireless
networks, these wireless sensor networks pose significantly
different design, implementation, and deployment chal-
lenges. In this paper, we present a set of models and tech-
niques that are embodied in a simulation tool for modeling
wireless sensor networks. Our work builds up on the infra-
structure provided by the widely used ns-2 simulator, and
adds a suite of new features and techniques that are spe-
cific to wireless sensor networks. These features introduce
the notion of a sensing channel through which sensors de-
tect targets, and provide detailed models for evaluating en-
ergy consumption and battery lifetime.

1 INTRODUCTION

The marriage of ever tinier and cheaper embedded proces-
sors and wireless interfaces with micro-sensors based on
micro-mechanical systems (MEMS) technology has led to
the emergence of wireless sensor networks as a novel class
of networked embedded systems. Many interesting and di-
verse applications for these systems are currently being ex-
plored. In indoor settings, sensor networks are already be-
ing used for condition-based maintenance of complex
equipment in factories. In outdoor environments, these
networks can monitor natural habitats, remote ecosystems,
endangered species, forest fires, and disaster sites.

The primary interest in wireless sensor networks is due
to their ability to monitor the physical environment through
ad-hoc deployment of numerous tiny, intelligent, wirelessly
networked sensor nodes. Because of the large numbers of
sensor nodes required, and the type of applications sensor
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networks are expected to support, sensor nodes should be
small, tetherless, and low cost. Due to these requirements,
networked sensors are very constrained in terms of energy,
computation and communication. The small form factor re-
quirement prohibits the use of large long lasting batteries.
Low production costs and low energy requirements suggest
the use of small, low power processors, and small radios
with limited bandwidth and transmission ranges. The ad-
hoc deployment of sensor nodes implies that the nodes are
expected to perform sensing and communication with no
continual maintenance and battery replenishment. The en-
ergy constraints call for power awareness, which in turn
leads to additional tradeoffs. The high-energy costs associ-
ated with wireless transmission, made particularly severe
for sensor networks because nodes with small antenna
heights placed on the ground see 1/r* wireless link path loss
coupled with the ever reducing cost of processing has led to
a the adoption of a distributed computing viewpoint for
wireless sensor networks. Instead of simply sending the raw
data (perhaps compressed) to a gateway node, in typical ap-
plications the nodes in wireless sensor networks perform
computation for decision making within the network, either
individually via techniques such as signature analysis or in
local clusters using coherent combining of raw sensor sig-
nals (i.e. beam forming) or non-coherent combining of de-
cisions (i.e. Bayesian data fusion). By performing the com-
putation inside the network, communication may be
reduced thus prolonging the network lifetime

We construct a versatile environment in which sensor
networks can be studied. This environment employs a wide
range of models to orchestrate and simulate realistic scenar-
i0s. Furthermore, since power consumption is also a key de-
sign factor, we emphasize power consumption and battery
behavior models. First we create a set of sensor node models
that are derived from the empirical power characterization of
two different nodes representing two extremes; the WINS
node (Rockwell Scientific Company LLC. 2001) from
Rockwell Science Center and the Medusa node, an experi-
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Figure 1: Sensor Network Scenario

mental prototype that we have constructed. These sensor
node models are combined into the widely used event queue
based network simulator, ns-2 (ns-2 Simulator 2001). By
introducing the notion of sensing channels in our simulation
environment and a flexible and highly parametrizable sce-
nario generation tool, we can study the power consumption
of sensor nodes by instrumenting complex sensor network
scenarios in a detailed graphical environment.

2 RELATED WORK

Although sensor networks have recently received a lot of
attention, there are still not many formal tools available for
the systematic study of sensor networks. The work in
(Ulmer 2001) presents a Java based simulator for sensor
networks. This is an online simulator that can create and
simulate simple topologies but does not have any explicit
models for sensors or power management. Up to this point
there is no publication on this work. On the network simu-
lation, numerous simulators are currently available such as
GloMoSim, OPNET and ns-2. These simulators provide
great flexibility in the simulation of wireless ad-hoc net-
works at all layers. Despite their effectiveness, these tools
are currently not equipped for capturing all the aspects of
interest in sensor networks.

3 SIMULATION ARCHITECTURE OVERVIEW

We motivate our discussion with an example of a sensor
network illustrated in figure 1. In this example, a set of
wireless nodes equipped different sensor for monitoring
natural habitat. The results of these sensors are processed
within the network and the final sensing report is for-
warded via wireless links to the gateway nodes that makes
the results available on the internet. The main goal of our
work is to recreate such scenarios in a versatile simulation
environment where the behavior of the sensor network can
be analyzed.

In our simulation environment, a typical sensor net-
work scenario will consist of three types of nodes: 1) sen-
sor nodes that monitor their immediate environment, 2)
target nodes that generate the various sensor stimuli that
are received by multiple sensor nodes via potentially many
different transducers (e.g. seismic, acoustic, infrared) over
different sensor channels; e.g. a moving vehicle generates

114

ground vibrations that trigger seismic sensors and sound
that triggers acoustic sensors, and 3) user nodes that repre-
sent clients and administrators of the sensor network.
Shown in figure 2, three type of node models make up the
key building blocks of our simulation environment. The
sensor nodes are the key active elements, and form our fo-
cus in this section. In our model, each sensor node is
equipped with one wireless network protocol stack and one
or more sensor stacks corresponding to different types of
transducers that a single sensor node may possess. The role
of the sensor protocol stacks is to detect and process sensor
stimuli on the sensing channel and forward them to the ap-
plication layer which will process them and eventually
transmit them to a user node in the form of sensor reports.
In addition to the protocol and sensor stacks that constitute
the algorithmic components, each node is also equipped
with a power model corresponding to the underlying en-
ergy-producing and energy-consuming hardware compo-
nents. This model is composed of an energy provider (the
battery) and a set of energy consumers (CPU, Radio, Sen-
sors). The energy consuming hardware components can
each be in one of several different states or modes, with
each mode corresponding to a different point in perform-
ance and power space. For example, the radio may be in
sleep mode, receive mode, or one of several different
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Figure 3: Sensor Network Model Architecture

transmit modes corresponding to different symbol rates,
modulation schemes, and transmit power. Similarly, the
CPU may be in sleep mode, or one of several different ac-
tive modes corresponding to different frequency and volt-
age. The algorithms in the network and sensor stack con-
trol the change in mode of the power consumers. For
example, the MAC protocol may change the radio mode
from sleep to receive. In return, the performance of the al-
gorithms may depend on the mode. For example, the time
taken by the physical layer in the network protocol stack
would depend on the data rate of the mode the radio is cur-
rently in. All of this is accomplished by having the algo-
rithms in the network and sensor stacks issue mode change
events to the power consumer entities, and having the algo-
rithms read relevant parameter values from those entities.
Algorithm-induced changes in the operating modes of
power consuming hardware entities in turn affect the cur-
rent drawn by them from the battery which delivers the
power corresponding to the sum of current (or power)
drawn by each power consumer. Internally, the battery en-
tity depletes its stored chemical energy according to the ef-
ficiency dictated by the battery model.

Figure 3 illustrates how a typical sensor network will
be constructed and simulated using our simulation envi-
ronment. In figure 3, the wireless channel and sensor chan-
nel form separate communication mechanisms where
events from different nodes are passed through. A typical
scenario will involve a target node passing through a group
of sensor nodes deployed in the field. As the target node
moves around, it gives out sensor signal in the form of
events through the sensor channel and each sensor node
detects the events based on propagation model imple-
mented in each node’s sensor stack. When sensor nodes
determine the sensor signals (events) are noteworthy, they
transmit packets (also in the form of events) through the
wireless channel destined to the user node.

By separating the sensor channel and the wireless
channel, our sensor network model makes easier to simu-
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late and analyze the operation of sensor network where the
sensor signal detection events and wireless communication
events can be received or transmitted concurrently. More-
over, by allowing sensor node to connect to multiple sensor
channels, our simulation environment provides ability to
analyze complex behaviors of sensor nodes’ reaction to
multiple sensor signals (i.e. seismic vibration, sounds,
temperature, etc..) that can be detected all at the same time.
In the following section, we discuss each components of
the sensor node model shown in figure 2, and explain how
we construct the model of different sensor nodes’ compo-
nents.

4 FRAMEWORK OF SENSOR
NETWORK SIMULATION

4.1 Node Placement and Traffic Generation

In studying the performance of a wireless sensor network for
a given application, a crucial element is the overall deploy-
ment scenario which includes the node placement topology,
the radio ranges, the sensing ranges, the trajectories of the
targets and resultant event traffics, and the trajectories of the
user nodes and their query traffics. All these elements con-
tribute to the different design trade-offs that can be made,
and it is crucial to evaluate the effects of a new algorithm or
protocol under diverse deployment scenarios.

To study such effects, we have developed a detailed
scenario generation and visualization tool that enables us to
construct detailed topologies and sensor network traffic.
Our simulation environment enables us to assess the re-
quirements of a sensor network under different circum-
stances by generating detailed scenario input to our simula-
tions. This complements the scenario generation techniques
provided in (ns-2 Simulator 2001) which are mainly tar-
geted to ad-hoc wireless communication networks. Sensor
node placement can vary depending on intended the task on
the network. For example, to monitor wildlife in a forest,
sensors may be uniformly distributed in the forest. If how-
ever, the sensor network is deployed for perimeter defense,
then the sensors will most likely be distributed around a
specified perimeter in a two dimensional gaussian distribu-
tion. In some other cases, the sensors may be manually
placed according to the requirements of the user.

Besides placement, the traffic requirements may be
even more diverse. Sensor network traffic can be classified
into 3 main types: 1) user-to-sensor traffic, which is a re-
sult of user commands and queries to the network, 2) sen-
sor-to-user traffic, which consists of the sensor reports to
the user and 3) sensor-to-sensor traffic, which includes
collaborative signal-processing of sensor events in the
network before they are reported to the user. The last type
of traffic is the most complex, and it depends on the sens-
ing method.


goodelle
Text Box


Park, Savvides, and Srivastava

30000 [ - s - e e ool ook
o C
g C
s C
G 10000 [~ - - - - o a o
a) 2 : s
8410000 |- - - - - - ao oo o
30000 L—— 100
0 10000 20000
samples
40000
S20000 F------ -
©
>
b)g8 o
<
820000 - - - - - - s e e e e
-40000 L . . . . | PR PR
0 10000 20000 30000
samples
Figure 4: a) Real Target Seismic Signature

b) Simulated Target Seismic Signature

4.2 Sensor Stack and Sensor Channel

The sensor stack simulates how a sensor node generates,
detects and processes sensor signals. In sensor node model
(figure 2), the sensor stack is a signal sink that is responsi-
ble for triggering the application layer every time a sensing
event occurs. Various trigger functions ranging from sim-
ple sensing schemes to elaborate signal processing func-
tions can be implemented in the sensor stack. In target
node model, the sensor stack acts as a signal source. The
sensor stack of a target node will contain a signature that is
unique to the type of target the target node is modeling.
The signature is then transmitted through various mediums
(ground, air, free space, water, etc..) as the target node
moves around. figure 4a and 4b show a real and a simu-
lated signature obtained from a seismic sensor triggered by
ground vibration from a traveling vehicle.

In figure 4, the ground is the medium that transmits
the vibrations to the seismic sensor. We refer to this me-
dium as the sensor channel, a model of a medium which
sensor events such as seismic vibration, sounds, or infrared
signals are traveled through. The type of medium can dif-
fer based on the type of sensor being modeled (seismic,
acoustic, infra red, ultrasonic). Moreover, depending on
the medium being modeled, the propagation of signal can
differ. For instance, a sound moving through the air will
have different propagation as the same sound moving
through the water. In order to incorporate all these differ-
ent aspects of the sensor network in to our simulation, we
implement a simple sensor stack and sensor channel model
by modeling the target node as a gaussian source whose
signal amplitude is modeled as a gaussian random variable
with the mean equal to zero and the variance o”. As the

116

target travels through the sensor network, the target exerts
the vibration signals (signal events) into the sensor channel
periodically. The sensor channel then delivers this events
to each sensor node’s sensor stack and each sensor node
adjusts the signal strength of the target based on sensor
channels propagation model. The figure 4b demonstrates
the signal strength variation as a target passes by a sensor
node on a straight line. As the target approaches the sensor
node, the signal strength increases, and as the target moves
away, the signal attenuates rapidly. In this simulation the
sensor signal was attenuated at a rate of 1/r where r is the
distance between the target and the sensor.

4.3 Hardware Components Characterization
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Figure 5: Power Measurement Configuration

Table 1: Experimental Node Current Consumption

Mode | CPU Radio(OOK | ADC | Total

1D Modulation) Current

1 Active | Tx-19.2kbps | On 8.1mA
29mA | 5.2mA

2 Active | Tx-2.4kpbs | On 6.0mA
29mA | 3.1mA

3 Active | Rx:4.1mA On 7.0mA
2.9mA

4 Sleep Sleep:5pA On 1.9mA
1.9mA

5 Off Sleep:5SpA Off 6uA
1uA

We construct our power models by performing measure-
ments of the hardware power consumption using an HP
1660 oscilloscope, a bench power supply, and a high preci-
sion resistor. The measurement setup and power relation-
ships are shown in figure 5. By characterizing each com-
ponent of the sensor nodes we enable the simulated nodes
to operate at different modes in which the power manage-
ment schemes can switch different components on and off.
Using the configuration in figure 5, the total current con-
sumption of our experimental sensor node is obtained in
Table 1. The measurements listed in Table 1 provide a bet-
ter insight into the power consumption of the sensor nodes
since the actual power consumption is oftentimes different
from the typical values provided in the manufacturer data
sheets depending on the mode of operation.
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4.4 Battery Models

The Battery Model simulates the capacity and the lifetime
of the sole energy source of the sensor node, the battery.
In reality, battery behavior highly depends on the constitu-
ent materials and modeling this behavior is a difficult task.
Although the battery can be viewed as a energy storage,
the main goal of the sensor network is to increase the life-
time of the battery. Thus, in this section, we focus on how
battery’s capacity can be modeled based on the energy
consumers’ behavior. We propose 3 different types of bat-
tery models to study how different aspects of real battery
behavior can affect the energy efficiency of different appli-
cations. The metrics that are used to indicate the maxi-
mum capacity of the battery is in the unit of Ah (Am-
pere*Hour). The metric is a common method used by the
battery manufacturers to specify the theoretic total capacity
of the battery. Knowing the current discharge of the bat-
tery and the total capacity in Ah, one can compute the
theoretical lifetime of the battery using the equation ,

T 27 , where T=battery lifetime, C=rated maximum

battery capacity in Ah, and /=discharge current.
4.4.1 Linear Model

In Linear Model, the battery is treated as linear storage of
current. The maximum capacity of the battery is achieved
regardless of what the discharge rate is. The simple battery
model allows user to see the efficiency of the user’s appli-
cation by providing how much capacity is consumed by the
user. The remaining capacity after operation duration of
time ¢, can be expressed by the following equation.

torz(t)dt

t=t,

Remaining capacity (in Ah)=C = C'— (1)

where C" is the previous capacity and /(z) is the instantane-
ous current consumed by the circuit at time ¢, Linear
Model assumes that /(?) will stay the same for the duration
t4, if the operation mode of the circuit does not change ( i.e.
radio switching from receiving to transmit, CPU switching
from active to idle, etc.. ) for the duration z,, With these
assumptions equation 1 simply becomes as the following.

c=c- | I0di=C'1-1

=t

ty+y, C’—] . td (2)

fy

The total remaining capacity is computed whenever
the discharge rate of the circuit changes.
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Figure 6: Capacity vs. Discharge Rate Curve for
CR2354 (Matsushita Electric Corp. of America
2001)

4.4.2 Discharge Rate Dependent Model

While Linear Model assumes that the maximum capacity
of the battery is unaffected by the discharge rate, Discharge
Rate Dependent Model considers the effect of battery dis-
charge rate on the maximum battery capacity. In [15] [16],
it is shown that battery’s capacity is reduced as the dis-
charge rate increases. In order to consider the effect of
discharge rate dependency, we introduce factor £ which is
the battery capacity efficiency factor that is determined by

the discharge rate. The definition of k& is, k zﬁ,

max
where Cy is the effective battery capacity and C,,, is the
maximum capacity of the battery with both terms ex-
pressed in unit of Ah. In Discharge Rate Dependent Model,
the equation 1 is then transformed to the following.

C=k-C-I-t, 3)

The efficiency factor & varies with the current 7 and is
close to one when discharge rate is low, but approaches 0
when the discharge rate becomes high. One way to find
out corresponding k value is for different current value of /
is to use the table driven method introduced in (Simunic
1999).

4.4.3 Relaxation Model

Real-life batteries exhibit a general phenomenon called
“relaxation” explained in (Fuller 1994, Linden 1995, Chi-
asserini 1999). When the battery is discharged at high rate,
the diffusion rate of the active ingredients through the elec-
trolyte and electrode falls behind. If the high discharge
rate is sustained, the battery reaches its end of life even
though there are active materials still available. However,
if the discharge current from the battery is cutoff or re-
duced during the discharge, the diffusion and transport rate
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of active materials catches up with the depletion of the ma-
terials. This phenomenon is called relaxation effect, and it
gives the battery chance to recover the capacity lost at high
discharge rate. For a realistic battery simulation, it’s impor-
tant to look at the effects of relaxation as it has effect of
lengthening the lifetime of the battery. For our simulation,
we adapt the analytical model introduced in (Fuller 1994)
which takes discharge rate as input and computes the bat-
tery voltage over the simulation duration.

5 EXAMPLE STUDY CASE

In this section we demonstrate some of the main capabili-
ties of our tool by studying the performance of different
battery models with various sensor node operation profile.

5.1 Low Rate/Low Power vs. High Rate/High Power

In this case study, we evaluate the battery consumption of
our experimental sensor node by considering different op-
eration profiles. In section 4.3, we have discussed how
each component of our sensor node has different power
consumption depending on its operation mode. In this sec-
tion, we examine how the combination of the operation
modes of different components affects the aggregate power
consumption of the sensor node. The scenario involves
two sensor nodes (a transmitter and a receiver) that are
within the transmission range of each other (approximately
15 meters apart) where the transmitter needs to transmit a
2MB file to the receiver. For the purposes of our discus-
sion we define 5 different operation modes for our experi-
mental node shown in table 1. To examine the energy con-
sumption and communication tradeoffs we evaluate 3
different data transmission policies.

1)19.2 kbps continuous transmission: The transmitter
sends data at the highest data rate without any break. The
transmitter will be operating in mode 1 and the receiver

7000

will be operating in mode 3; 2) 2.4 kbps continuous trans-
mission: With lower data rate the sender can transmit at a
lower power level to reach the receiver. The transmitter
will be operating in mode 2 and the receiver will be operat-
ing in mode 3; 3) 19.2 kbps pulse transmission: The trans-
mitter sends data intermittently at the highest power level.
While the transmitter is not transmitting, the transmitter
puts the CPU and Radio to sleep. The transmitter power
cycle its component by transmitting one 60 byte packet at
19.2 kbps for .025 sec and sleeps for .125 sec until all the
data is received by the receiver. The transmitter will be
switching between modes 1 and 4, and the receiver will be
switching between mode 3 and 4.

Figure 7a shows the effect on each battery model ca-
pacity after the 2 MB data transfer for the three transmis-
sion methods described above. This experiment was per-
formed for all three battery models described in section
4.4. Initially, all batteries were set to a capacity level of 10
mA*hour. The left half of figure 7a describes the remain-
ing battery capacity of the transmitter after the file transfer,
and the right half shows the receiver battery capacity. The
solid bar in the figure indicates the total time for data trans-
fer. Looking at the solid bar, it is clear that the sending the
file at high data rate takes the least time thus the least bat-
tery capacity. Although the 2.4 kbps transmission and 19.2
kbps transmission took the same amount of time to trans-
mit the data, 19.2 kbps pulse transmission saved much bat-
tery capacity due to the sleep period.  Figure 7a also
shows how different battery models exhibit different char-
acteristics under different transmission methods. The lin-
ear model shows how optimum battery will behave as it
shows the theoretical capacity of the battery under any dis-
charge current. On the other hand, the rate dependent
model accurately describes how real batteries will behave
when there is a constant discharge for long duration. This
is shown in 2.4 kbps transmission where the remaining ca-
pacity of rate dependent model is substantially less than the
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Figure 7: a) Battery Capacity Usage Under Different Discharge Profiles, b) Battery Utilization Rate
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linear model. The other interesting model is the relaxation
model which exhibits the both discharge rate dependent
capacity and recovery effect. Since the relaxation model
has recovery properties, the difference between relaxation
model and rate dependent model is shown in the pulsed
transmission cases. In figure 7a the relaxation model has
the same remaining battery life as rate dependent model for
19.2kbps and 2.4 kbps continuous transmission and recep-
tion. However, in 19.2 kbps pulse transmission and recep-
tion, the relaxation model has almost equal capacity as the
linear model due to the capacity recovery during the sleep
mode.

5.2 Monitoring a Moving Vehicle in a Sensor Field

In this implementation we first show the effect of traffic on
the sensing and communication traffic and then we evalu-
ate simple power management scheme using the same sen-
sor node setup as in the previous subsection. For this we
have implemented a lightweight protocol stack similar to
what one would expect to have on a tiny sensor node. The
radio transmission and reception are driven by a TDMA
based medium access control (MAC) protocol based on
unique slot assignment algorithm derived from [9]. The
MAC protocol assigns a unique slot to each node over a 2-
hop radius and each node is aware of its one-hop neighbors
and their corresponding slot assignment. For routing, we
have implemented a very lightweight table-driven routing
protocol with table size of one (next hop to user node).
The motivation for TDMA scheme comes from our result
in section 5.1 where a pulse transmission and reception can
improve the battery utilization in the long term. In our
power aware TDMA scheme this requirement is met for
both the transmission and reception of packets. For trans-
mission, a node is only allowed to transmit in its assigned
time-slot. For reception, a node only needs to listen to the
wireless channel for the duration of the slots that are al-
ready assigned to its one-hop neighbors. For the purposes
of our discussion we refer to all the other remaining slots
as idle slots.

v
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In this scenario, a small cluster of 10 sensors equipped
with seismic sensors is deployed to detect a bypassing
truck as shown in figure 8a. The seismic sensors run at a
sample rate of 400Hz to produce 16 bit samples. The sen-
sor nodes are configured to report back to a gateway node
that makes the results available on the Internet. Each sen-
sor is programmed to transmit a report to the gateway
within 5 seconds from the moment the ground vibrations
from the truck are detected. If at least 2048 samples are
obtained, the node can perform coherent detection and it
will transmit a 10 byte to report the target type. This short
packet is called “coherent traffic”. If however, the node
does not have enough samples at the end of the 5-second
period, it enters a non-coherent detection mode and trans-
mits all its available samples to the gateway node which
performs sensor data combination (called “beamforming”
[20]) to improve the detection accuracy. Since the sensor
node transmits raw data when it enters non-coherent detec-
tion mode, the size of non-coherent data tends to be lot lar-
ger than the coherent traffic. This non coherent raw data is
referred to as “non-coherent traffic” During the simulation,
the network traffic will be consist of coherent and non-
coherent traffic depending on whether the individual sen-
sors successfully classified the target. We discuss the re-
sult of the simulation in the following two sub sections.

5.2.1 Efficiency of Power Management
Scheme with TDMA

One apparent advantage of TDMA over other CSMA ran-
dom access MAC protocols is the fact that the sensor nodes
do not have to be in receive mode during the time slots
where none of its neighbors are schedule to transmit. This
allows the sensor nodes to perform a simple power man-
agement scheme that puts the CPU and radio to sleep dur-
ing idle slots to conserve battery capacity. With this setup,
we evaluate the efficiency of battery capacity utilization
when this simple power management scheme is used. Fig-
ure 8a is the scenario used for our evaluation. It consists of
100 nodes uniformly distributed across a sensor field. The

—l— linear [pm]

—&— rate-depedent [pm]
—— linear [nopm]

—>¢— rate-dependent [nopm]

0 500 1000 1500 2000

2500

time(sec)

Figure 8: a) 100 Node Test Topology, b) Battery Capacity Usage
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target travels at approximately 22 mph (10 m/s) through
the track every 2 minutes. The target signals have an
effective range of 20 meters. As the target travels through
the sensor field, every node within the range of the target
start collecting signal samples at 400 Hz, then send reports
to the user node. We tested this scenario using the linear
model and the rate dependent model by looking at battery
utilization when the power management scheme is imple-
mented (PM) and when there is no power management
(NOPM).

The current drawn by each node will be similar to the
cases described in section 5.1 with power management
case resembling the 19.2 kbps pulse transmission and the
no power management case resembling the 19.2 kbps con-
tinuous transmission. Figure 8b shows the average battery
capacity utilization for each node. The bottom two curves
show the difference in battery capacity utilization when the
power management was used and the top two describe the
cases when no power management is used. As the figure
indicates, there is almost 100% improvement of battery
utilization with the power management.

5.2.2 Effect of Sensor Power Cycle

In addition to the battery saving achieved by the TDMA
power management scheme, we further look at how the
sensor nodes can power cycle their sensors to conserve bat-
tery capacity. In this scenario (figure 9a), a square grid of
sensor network is strategically placed over a flat field. The
target travels along a pre-specified path and the sensor
nodes attempts to make either coherent or non-coherent de-
tection as described in the previous section. One difference
in this scenario is that the sensor nodes attempt to turn on
the sensors only intermittently to conserve power. When
the sensor is turned off, the CPU of our experimental sen-
sor node can go to mode 5 (table 1) where the power con-
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sumption is in the range of microwatts. However, the
trade-off comes from the reduction of detection and classi-
fication accuracy since the sensor will miss the sensor sig-
nals coming from the target when they are turned off. The
cost of such missed events may be very application spe-
cific. If the target occurrence is very frequent, it may be
okay to miss its detection, but if the occurrence is very in-
frequent, it may be very crucial to detect that one inci-
dence. It is possible that the whole sensor network may
have been deployed to detect that “one” incidence. There-
fore, in designing sensor network it’s crucial to look at the
application requirement as well as the target characteristics
to guarantee of certain quality of service (QoS) similar to
the one provided in telecommunication network. One such
QoS guarantee will be something like “a target with a 20
mph speed following this track will not pass through the
sensor field undetected”. In this section, we try to look at
what would be the maximum battery power saving that can
be achieved while providing such QoS guarantees.

We look at the impact of a simple power management
scheme which randomly wakes up the sensor within a pre-
specified time window of 100 seconds and stay up for dif-
ferent percentage of duration. Figure 9b shows the battery
capacity used and the amount of coherent data bytes
transmitted for different power cycle durations. The plot
indicates that there is a rapid decrease in coherent detection
as the power cycle percentage decrease from 60% to 50%.
On the other hand, the battery utilization steadily decreases
as the power cycle percentage decreases.

6 CONCLUSIONS

We have demonstrated a flexible toolset for studying
power consumption in sensor networks. With the flexible
architecture that closely simulate the behavior of real sen-
sor network, accurate power models of sensor nodes and
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Figure 9: a) Sensor Scenario in Grid Sensor Network b) Coherent Traffic Data and the Battery Efficiency Of Various

Power Cycle Durations
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analysis of battery behavior are utilized in a tool to evalu-
ate power consumption in the context of a realistic sce-
nario. With these results we can assess the power
consumption for new sensor nodes that are currently under
development. Furthermore, this tool has been an indispen-
sable aid in estimating the resources required for the net-
work protocols to function correctly in new node architec-
tures. By simulating and validating target protocols we can
also get a good indication of code size and memory re-
quirements thus resulting in feasible low cost designs. We
envision that this set of tools will play an instrumental role
in the design and implementation of new application spe-
cific sensor networks.
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Abstract— When designing wireless systems, one of the major
challenges is tackling the time depending fading behavior of the
channel. To achieve maximum throughput under a power
constraint, techniques have been proposed which adapt the
modulation on the fly, based on the instantaneous channel
condition. However, when the design goal is minimizing the
overall energy consumption under a throughput constraint, we
have to tackle a more complex scheduling problem. The reason
is that energy optimality might require deliberately decreasing
the transmission rate at times, if we know that the rate loss can
be compensated for in the future when channel conditions are
more favorable. We present a solution to the problem of
minimum energy scheduling on wireless links by exploiting an
analogy with the adaptive bit loding problem in multicarrier
systems. Instead of allocating bits across multiple channels with
different quality, we formulate the problem as one of allocating
bits at the different time instants. The analogy is however not
straightforward because one does not know the future, and
therefore cannot simply apply conventional bit loading to the
time dimension. We devise a new technique that approximates
adaptive loading in time, but only depends on the instantaneous
channel condition. Our algorithm is simple to implement, and
shows upto 5x reduction in energy over existing approaches.

L INTRODUCTION

In wireless system, adapting the modulation at runtime has
been proposed to maximize the throughput when faced with a
variable channel [1]. Indeed, the non-constant fading
behavior of the wireless medium results in attenuation
variations, which can span orders of magnitude. When the
channel is good, the modulation level is increased, while the
opposite is done when the channel is bad. This principle of
adaptive modulation has been explored extensively and can
provide substantial throughput increase [2][3][4][S1[6]1[71[8].

Systems are typically designed around the maximum
expected traffic, such that they can handle the worst-case
load. This is the operating premise of adaptive modulation:
only by adapting to the channel conditions, can they reach the
required throughput under a maximum power constraint.
However, in typical wireless systems, the actual traffic load is
often lower than the worst-case. One option is to transmit the
data at the maximum rate, using modulation scaling, and
afterwards shutdown the transceiver to save power.

In general, it has been shown that transmitting slower can
actually further reduce the energy consumption of radio
communications significantly [9]. This principle is analogous
to voltage scaling in digital CMOS circuits, where voltage
can be seen as a control knob to trade off energy and speed.
However, the non-deterministically varying channel makes
the problem different from voltage scaling.

In wireless communications, minimizing the energy by
adapting the modulation has to take the channel variations
into account, and becomes a problem of wireless scheduling.
When the goal is to minimize the energy, and at the same
time achieve a certain specified average throughput, we need
to know the behavior of the channel in the future! The
decision on the current rate critically depends on how good or
bad the channel will be, i.e., whether it is more efficient to
send now or later. This issue does not arise when adapting the
modulation to maximize the throughput, since only the
current channel condition has to be taken into account there.

If we could magically know the channel over the entire
time epoch, the problem reduces to one that has been studied
extensively in multicarrier systems like OFDM (Orthogonal
Frequency Division Multiplex) and DMT (Discrete Multi-
Tone). In these systems, adaptive bit loading algorithms set
the modulation level in each frequency band such that a
predefined total number of bits are transmitted with minimum
power, by leveraging the channel variations in the frequency
domain. For our problem, we would simply need to replace
the frequency dimension by the time dimension. However, as
mentioned before, there is a severe practical problem with
this approach: we cannot estimate the channel and then go
back in time to set the modulation level. So, although
adaptive bit loading in time would theoretically provide the
best solution, it is impossible to use the existing techniques.

In this paper, we propose a new scheme that decides upon
the modulation level based solely on the current channel
condition. Our scheme, which we introduce in the next
section, uses a set of thresholds that only depend on the
channel statistics. Its performance gets arbitrarily close to that
of ideal adaptive bit loading for increasing time windows, as
we show in section III. The practical example of section IV
illustrates the substantial energy gains that can be achieved.

IL. THRESHOLD-BASED ALGORITHM

In the absence of a line-of-sight path between sender and
receiver, narrowband wireless radio communications can be
modeled as experiencing Rayleigh fading [10]. In this case,
the normalized channel power-gain factor ¢ has a probability
density function (pdf) and cumulative distribution function
(cdf) given by (1) and (2) respectively. These statistics are
independent of the channel time-correlation, which is
characterized by the Doppler rate.

fo)=e m

Pa@<x)=F,(x)=1-¢" (2)
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Equation (3) expresses the required transmit power P; for
Quadrature Amplitude Modulation (QAM) as a function of
the modulation level b; in bits per symbol and the channel
gain factor ¢ [10]. The results of this paper can be extended
to other modulation schemes as well. The factor C is virtually
constant over time and depends on the target error rate and
the transmit distance, among others.

P,.:C-(zb'_l)
(24

i

3)

We refer to the transmit time instant of a symbol as a ‘time
sample’. In the remainder of this paper, the subindex i
enumerates these time samples. In the case of multicarrier
systems, the equivalent of a time sample would be the
frequency band index.

Since there is no real bound on the number of time
samples, we assume an infinite time duration in our analysis.
In section III, we revisit the accuracy of this assumption. As a
result, the intricacies of adaptive bit loading vanish, such that
the task of selecting the correct modulation can be simplified
considerably. In Appendix A, we prove this statement and
derive a set of thresholds {d;, d,, d;, etc.}, which uniquely
couple each possible channel gain factor with its modulation
level. This principle is illustrated in figure 1. The thresholds
define non-overlapping ranges, each corresponding with a
value of b. When the channel gain ¢ is in a particular range,
the modulation is set accordingly.

04 05

time (s)

02 03

Figure 1: Relationship between thresholds and modulation

The knowledge of the channel gains is obtained through
channel estimation, just as for adaptive modulation
techniques that maximize the throughput [1]. To track
variations, this estimation is updated regularly at a rate f,yae,
which is a compromise between overhead and performance
degradations of inaccurate estimates. Between estimates, the

modulation level is kept constant. Our scheme is only
valuable if the channel changes slowly enough. This is the
same applicability range as other adaptive techniques, such as
modulation adaptation [1][2][3][4][5][6][7].

In Appendix A, we prove that the thresholds are mutually
related according to (4). Furthermore, threshold d; only
depends on the pdf of the channel gains and the required
average number of bits per symbol b,,. For Rayleigh fading,
this relationship is given by (5). For other statistics, similar
relationships can be found. We have essentially reduced the
problem of knowing the exact behavior of the channel over
time to that of finding its statistics.

; 4
dyy=d, & @

b, = 2-iexp(—dl 47) (5)

J=0

The solid curves in figure 2 show the relationship of the
thresholds and b, as calculated from (4) and (5). To validate
our derivations, we have also simulated what the threshold
values would be when applying an existing loading algorithm
for multicarrier systems on a large set of known independent
time samples. The circles show to the lowest o that was
encountered for each modulation level, which essentially
corresponds to the threshold when the number of samples is
very high. These simulations use the Hughes-Hartoghs
loading algorithm [11], with the number of time samples N
equal to 16384. We observe indeed a very tight
correspondence between the simulated and theoretical values.

b, (bits/symbol)

approximation

[ 4
100 =7 10'

thresholds

Figure 2: Ideal theoretical thresholds (solid lines) and
simulation results for N = 2 (circles)

In practice, we want to know d, as a function of b,,, but it
is hard to solve (4) analytically. The approximation of (6),
obtained through curve fitting, is accurate down to b,, = 1. At
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lower values, the bounds are underestimated, see figure 2,
and more bits than needed are assigned. In this region, our
algorithm is therefore slightly conservative.

log,(d,)=0.26-1.011-b, +1.115.274%  (6)

As explained before, we can map each ¢; to its b; by
looking at how it relates to the thresholds. In Appendix B we
show that the modulation level can be calculated as a direct
function of the channel gain using (7), where negative values
of b; are saturated to zero. We can plug (6) directly into this
equation, which introduces the dependency on the target
average data rate.

7
=2 |te s o) Sroa)|

I11. COMPARISON OF OUR ALGORITHM AND
TRADITIONAL ADAPTIVE BIT LOADING

In this section, we evaluate how loading based on
thresholds performs compared to traditional loading
techniques. First we look at the achieved average data by,
which is defined as (8). N is the total number of time samples,
which was made infinite in our derivation of the thresholds.

1 & ®)
b =—. b.
pract N ; 1

When we look at the average rate over a finite time
window, the achieved b, might be different from the
specified data rate that is used in (6). Figure 3 shows the pdf
of by for an example with N = 1024 uncorrelated Rayleigh
fading time samples. We observe that the average rate is
equal to b,,, but that there is some spread around this value.
This data was collected in 10,000 simulation runs.

8-

fo(Dpract) b,, = 4 bits/symbol

N=1024

3.6 38 3 e i
bpmz?t (bits/symbol)

Figure 3: Distribution of the achieved rate

These simulations were repeated for different values of N
and b,,. We observed that the mean value always corresponds
to the target b,,. The variance is inversely proportional to N,
where the proportionality factors, listed in Table I, only
depend on b,,. This behavior is logical as the achieved data
rate in (8) is the normalized sum of a large set of independent
contributions and as such the central limit theorem applies.

TABLE I
NORMALIZED VARIANCE OF THE ACHIEVED RATE
Bprace 2 4 6 8
ol N | 227 | 322 | 357 | 360

As about 99.99% of all values lie within a band of 3.8
times the standard deviation on each side of the mean, we can
virtually guarantee a deviation below 0.1 bits/symbol when N
> 5200. If we allow this small jitter in data rate, our technique
is useful in cases where we have at least that many
independent time samples. Furthermore, when N goes to
infinity, by, converges to b,, which validates our
derivation.

Since our ultimate goal is to reduce the energy
consumption, we have also evaluated the total energy for the
considered time window of N time samples. Figure 4 shows
the resulting pdf for both our threshold-based approach and
the Hughes-Hartoghs loading algorithm. It is interesting to
note that although they have the same average behavior, our
threshold-based scheme has a lower variance. The reason is
that, in the case of a statistically worse channel, our
threshold-based scheme would assign fewer bits. The
traditional loading algorithms always exactly reach b,,, but
these extra bits require the most additional power (which is
proportional to the total energy).

25

b,, = 4 bits/symbol

ﬁ)(Eblnck) . B
Il Thresholds
20/ | [ Loading Rs=1MHz
C=39mW

15/ N =1024

10}

5

D | IR == = | . I ,.,J A h-... ....-! 1 e PR

09 0.95 1 1.05 14 1.15 1.2

E (m])
Figure 4: Distribution of the total energy
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This same behavior can be observed for the average energy
per bit E,;, see figure 5. The mean value of relative difference
between both techniques is equal to zero. The variance of this
difference is listed in Table II, and as before, we encounter
the same inverse proportionality with N due to the central
limit theorem. When N increases, the variance will decrease
to zero, and as a result, the behavior in terms of energy per bit
of both schemes will become identical. In fact, for N going to
infinity, our threshold-based algorithm results in the same
solution as the traditional loading ones, such that all
performance metrics are equal then.

7

x 10 ) )
I(Evit) | b,, = 4 bits/symbol . THiesnords |
12} | 1 Loading
Rs=1MHz
C=39mW
8| N=1024
4.
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Epi (L)
Figure 5: Distribution of the energy per bit
TABLE II
NORMALIZED VARIANCE OF THE RELATIVE
DIFFERENCE IN ENERGY PER BIT
- 2 4 6 8
O-BZE N 0.80 0.96 1.12 1.20
IV. PERFORMANCE EVALUATION FOR A

CORRELATED TIME FADING CHANNEL

In this section, we investigate the energy improvements for
a practical wireless scheduling example. We choose a
channel with correlated Rayleigh fading, corresponding to a
Doppler rate of 50 Hz. Table III lists all relevant simulation
parameters. The goal is to send a data file of 400 Mbit within
200 seconds, while minimizing the total energy consumption
of this wireless transmission. We have the equivalent of about
10,000 (= T,.f; independent time samples in this case.
Besides the transmit power, given (3), we have also included
the constant power P, of the electronics that perform all the
other functionality in the radio, such as upconversion,
frequency synthesis, etc. If the transmitter is shut down, no
power is consumed.

TABLE 111
SIMULATION PARAMETER SETTINGS
Tor 200 s C 39 mW
Ly 400 Mbit Pooe 180 mW
Jo 50 Hz Ry 1 MHz
f;tpdate 1 kHz P, 10 W

This system was designed to handle 6 bits/symbol as a
maximum average throughput, but the current traffic load is
less. Such situations are likely to occur in practical systems.
A first option is to use traditional modulation adaptation, i.e.
maximize the throughput, and shutdown the transceiver once
the communication has finished. Our simulations show that in
this case, the entire file is transmitted in 65.5 seconds, which
corresponds to an average rate of 6.1 bits/symbol.

However, we could have transmitted the file at a constant
rate of only 2 bits/symbol, such that the deadline would just
be met. The effects of fading are counteracted by adjusting
the transmit power. If this power is above the maximum limit
P,...» no data is sent. As soon as the channel becomes better,
we immediately compensate for this loss by temporarily
raising the modulation level. This scheme therefore tries to
operate with as flat a data rate as possible.

We have compared these two options with our wireless
scheduling based on loading in time. The instantaneous
modulation level is chosen according to (7). From table I, we
work out that the standard deviation of by, is 0.018
bits/symbol, using N = 10,000. To compensate for the data
rate jitter, we select b,, equal to 2.1 bits/symbol in (6) when
calculating the thresholds. This corresponds to building in a
time cushion of about 10 extra seconds. Our particular
simulation transferred the file in 195.5 seconds.

TABLE IV
TOTAL ENERGY FOR THE FILE TRANSFER
Maximum
throughput

E,=341]

==
*0.4

Fixed throughput | Loading in time

Etot =133)

==
*(0.5

E,: = 71]

Although all three options are able to complete the transfer
within the specified deadline, their energy consumption
vastly differs, as shown in Table IV. In this case, transmitting
slower is superior to operating at maximum throughput and
then shutting down. On top of the 2.5x reduction due to
slowdown, loading cuts half the energy on top of that.
Overall, the loading approach consumes about 5 times less
than what would be achieved in a shutdown scenario.
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V. CONCLUSIONS

We have presented a wireless scheduling approach that
performs bit loading in time, based only on the instantaneous
channel conditions when the statistics of the fading channel
are known. It is able to provide the target throughput within a
predictable error margin, while greatly reducing the energy
consumption.

These energy gains essentially arise from the fact that for a
particular average throughput, operating at a slower speed is
superior to first transmitting at the highest speed and then
shutting down. Strictly speaking, this statement is only valid
when the electronics power does not dominate the transmit
power. As this transmit power is a strong function of the
communication distance, the conclusions presented here hold
for typical systems, such a WLAN, cellular, terrestrial radio,
etc. However, this situation might be different in ultra-short
range communication setups, such as personal area networks
[12] or sensor networks [13].

At least in principle, our algorithm can also be used for
loading the frequency bands in wireless multicarrier systems.
The benefit compared to existing techniques is an extremely
simple implementation that only requires a one-shot algebraic
operation on the channel gain factors. The disadvantage is the
jitter in instantaneous data rate, as the number of independent
samples is much less. For N = 256 independently fading
subcarriers, the standard deviation would be around 0.1
bits/symbol, for example. Interestingly, the energy fluctuates
less than with traditional loading algorithms.
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APPENDIX A

In this appendix, we derive the analytical relationships that
link the thresholds to the target data rate. Since we are
considering an infinite number of time samples, the pdf
completely describes the channel behavior, as their
correlation becomes irrelevant. We have omitted the time
subindex i for readability reasons. Expression (3) for transmit
power is repeated here as (9). The modulation level is
typically an even integer and can thus be written as (10) [10].

r-1) 9)

(10)

When the modulation is raised from (2j) to (2j+2), the
increase in power is:

(22~j+2 _ 22~j) 47

o o

AP =PIt —pl=C-

The adaptive loading algorithm [11] increases the
modulation level on the samples that require the least extra
power, until the target date rate is reached. This way, the
solution is optimal in terms of power. We aggregate the
samples that have the same j in groups, which are
consequently identified by their value j. Since P is inversely
proportional to ¢, the samples in group j+/ all have a value
of o that is larger than that of all the samples in group j. As a
result, these groups appear as non-overlapping regions on the
cdf, see figure 6.

In each group, the sample that has the lowest AP, which we
call the representative sample for group j, is the first one to
receive a higher modulation and therefore switch groups.
This is also the sample that has the highest value of ¢ in the
group. Since we are considering an infinite number of
samples, the AP of all the representative samples is always
equal, or equivalently:

(12)

AP = AP Vj,ke R

In figure 6, we see that threshold dj,; corresponds to the
channel gain ¢ of the representative sample of group j. We
can derive the relationship between the thresholds from (11)
and (12):

47 4*
3.C- =3.C-
Jj+l dk+l (13)
U
djy=d, -4 =d; -4 (14)

Or equivalently, we can write the thresholds as a function
of di, as (15).
—d .47
d,, =d, 4 (15)
Figure 6 also illustrates that we can write the average data
rate as the sum of the data rate in each region, multiplied by
the probability of being in that region:

b, =i(2-j)-(F(dj+1)—F(d,-))

Jj=1

(16)

Together with (2), this equation can be rewritten as (17).
By substituting (15), we arrive at the final expression (18)
that links the average throughput and threshold d;.
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= a7

b, = 2-ij-(e7d’ —e )= Z-Zefd’
j=1

b, =2-Y exp(-d,-4’)

J=0

(18)

APPENDIX B

In this appendix, we derive the explicit relationship
between the channel gain and modulation level. By
reordering the terms of (15), and taking into account (10), we
can express the value of b at each threshold as:

_ . dj+1
b=2-j=log, 7 +2

1

19)

Every encountered channel gain ¢; is mapped to the next
lower threshold. After some algebraic manipulations, we can
express this operation as (20), where |.J" denotes rounding to
the next lower integer and saturating negative values to zero.

1 o :
b=2-|—-1 — |+1
{2 ng[dlj J

(20)

X

Figure 6: Relationship between thresholds and cdf
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INTRODUCTION

Self-configuring wireless sensor networks can be
invaluable in many civil and military applications for
collecting, processing, and disseminating wide ranges of
complex environmental data. They have therefore,
attracted considerable research attention in the last few
years. The WINS [1] and SmartDust [2] projects for
instance, aim to integrate sensing, computing, and
wireless communication capabilities into a small form
factor to enable low-cost production of these tiny nodes
in large numbers. Several other groups are investigating
efficient hardware/software system architectures, signal
processing algorithms, and network protocols for
wireless sensor networks [3], [4], [5].

Sensor nodes are battery-driven, and hence operate on
an extremely frugal energy budget. Further, they must
have a lifetime on the order of months to years, since
battery replacement is not an option for networks with
thousands of physically embedded nodes. In some cases,
these networks may be required to operate solely on
energy scavenged from the environment through
seismic, photovoltaic, or thermal conversion. This
transforms energy consumption into the most important
factor that determines sensor node lifetime.

Conventional low-power design techniques [6] and
hardware architectures only provide point solutions
which are insufficient for these highly energy
constrained systems. Energy optimization, in the case of
sensor networks, is much more complex, since it
involves not only reducing the energy consumption of a
single sensor node, but also maximizing the lifetime of
an entire network. The network lifetime can be
maximized only by incorporating energy-awareness into
every stage of wireless sensor network design and
operation, thus empowering the system with the ability
to make dynamic tradeoffs between energy
consumption, system performance, and operational
fidelity. This new networking paradigm, with its extreme
focus on energy efficiency, poses several system and
network design challenges that need to be overcome to
fully realize the potential of the wireless sensor systems.

A quite representative application in wireless sensor
networks is event tracking, which has widespread use in
applications such as security surveillance and wildlife
habitat monitoring. Tracking involves a significant
amount of collaboration between individual sensors to
perform complex signal processing algorithms such as
Kalman Filtering, Bayesian Data Fusion, and Coherent
Beamforming. This collaborative signal processing

nature of sensor networks offers significant opportunities
for energy management. For example, just the decision
of whether to do the collaborative signal processing at
the user end-point or somewhere inside the network has
significant implication on energy and lifetime. We will
use tracking as the driver to illustrate many of the
techniques presented in this paper.

PAPER OVERVIEW

This paper describes architectural and algorithmic
approaches that designers can use to enhance the energy
awareness of wireless sensor networks. The paper starts
off with an analysis of the power consumption
characteristics of typical sensor node architectures, and
identifies the various factors that affect system lifetime.
We then present a suite of techniques that perform
aggressive energy optimization while targeting all stages
of sensor network design, from individual nodes to the
entire network. Maximizing network lifetime requires
the use of a well-structured design methodology, which
enables energy aware design, and operation of all aspects
of the sensor network, from the underlying hardware
platform, to the application software and network
protocols. Adopting such a holistic approach ensures that
energy awareness 1is incorporated mnot only into
individual sensor nodes, but also into groups of
communicating nodes, and the entire sensor network. By
following an energy-aware design methodology based
on techniques such as in this paper, designers can
enhance network lifetime by orders of magnitude.

WHERE DOES THE POWER GO?

The first step in designing energy aware sensor
systems involves analyzing the power dissipation
characteristics of a wireless sensor node. Systematic
power analysis of a sensor node is extremely important
to identify power bottlenecks in the system, which can
then be the target of aggressive optimization. We
analyze two popular sensor nodes from a power
consumption perspective, and discuss how decisions
taken during node design can significantly impact the
system energy consumption.

The system architecture of a canonical wireless sensor
node is shown in Figure 1. The node is comprised of
four subsystems: (i) a computing subsystem consisting
of a microprocessor or microcontroller, (ii) a
communication subsystem consisting of a short range
radio for wireless communication, (iii) a sensing
subsystem that links the node to the physical world and
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consists of a group of sensors and actuators, and (iv) a
power supply subsystem, which houses the battery and
the DC-DC converter, and powers the rest of the node.
The sensor node shown in Figure 1 is representative of
commonly used node architectures such as [1], [2].

MICRO CONTROLLER UNIT (MCU)

Providing intelligence to the sensor node, the MCU is
responsible for control of the sensors, and execution of
communication protocols and signal processing
algorithms on the gathered sensor data. Commonly used
MCUs are Intel's StrongARM microprocessor and
Atmel's AVR microcontroller. The power-performance
characteristics of MCUs have been studied extensively,
and several techniques have been proposed to estimate
the power consumption of these embedded processors
[7], [8]. While the choice of MCU is dictated by the
required performance levels, it can also significantly
impact the node's power dissipation characteristics. For
example, the StrongARM microprocessor from Intel,
used in high end sensor nodes, consumes around
400mW of power while executing instructions, whereas
the ATmegalO3L AVR microcontroller from Atmel
consumes only around 16.5mW, but provides much
lower performance. Thus, the choice of MCU should be
dictated by the application scenario, to achieve a close
match between the performance level offered by the
MCU, and that demanded by the application. Further,
MCUs usually support various operating modes,
including Active, Idle, and Sleep modes, for power
management purposes. Each mode is characterized by a
different amount of power consumption. For example,
the StrongARM consumes 50mW of power in the Idle
mode, and just 0.16mW in the Sleep mode. However,
transitioning between operating modes involves a power
and latency overhead. Thus, the power consumption
levels of the various modes, the transition costs, and the
amount of time spent by the MCU in each mode, all
have a significant bearing on the total energy
consumption (battery lifetime) of the sensor node.

RADIO

The sensor node’s radio enables wireless
communication with neighboring nodes and the outside
world. There are several factors that affect the power
consumption characteristics of a radio, including the
type of modulation scheme used, data rate, transmit
power (determined by the transmission distance), and the
operational duty cycle. In general, radios can operate in
four distinct modes of operation, namely Transmit,
Receive, Idle, and Sleep modes. An important
observation in the case of most radios is that, operating
in Idle mode results in significantly high power
consumption, almost equal to the power consumed in the

Receive mode [11]. Thus, it is important to completely
shutdown the radio rather than transitioning to Idle
mode, when it is not transmitting or receiving data.
Another influencing factor is that, as the radio's
operating mode changes, the transient activity in the
radio electronics causes a significant amount of power
dissipation. For example, when the radio switches from
sleep mode to transmit mode to send a packet, a
significant amount of power is consumed for starting up
the transmitter itself [9].

SENSORS

Sensor transducers translate physical phenomena to
electrical signals, and can be classified as either analog
or digital devices depending on the type of output they
produce. There exist a diversity of sensors that measure
environmental parameters such as temperature, light
intensity, sound, magnetic fields, image efc. There are
several sources of power consumption in a sensor,
including (i) signal sampling and conversion of physical
signals to electrical ones, (ii) signal conditioning, and
(iii) analog to digital conversion. Given the diversity of
sensors there is no typical power consumption number.
In general, however, passive sensors such as
temperature, seismic efc., consume negligible power
relative to other components of sensor node. However,
active sensors such as sonar rangers, array sensors such
as imagers, and narrow field-of-view sensors that require
repositioning such as cameras with pan-zoom-tilt can be
large consumers of power.

POWER ANALYSIS OF SENSOR NODES

Table I shows the power consumption characteristics
of Rockwell’s WINS node [10], which represents a high-
end sensor node, and is equipped with a powerful
StrongARM SA-1100 processor from Intel, a radio
module from Conexant Systems, and several sensors
including acoustic and seismic ones. Table II gives the
characteristics of the MEDUSA-II, an experimental
sensor node developed at the Networked and Embedded
Systems Lab, UCLA. The MEDUSA node, designed to
be ultra low power, is a low-end sensor node similar to
the COTS Motes developed as part of the SmartDust
project [2]. It is equipped with an AVR microcontroller
from ATMEL, a low-end RFM radio module, and a few
sensors. As can be seen from the tables, the power
dissipation characteristics of the two nodes differ
significantly. There are several inferences that can be
drawn from these tables:

Using low-power components and trading off
unnecessary performance for power savings during
node design, can have a significant impact, up to a
few orders of magnitude.
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The node power consumption is strongly dependent
on the operating modes of the components. For
example, as Table I shows, the WINS node
consumes only around one sixth the power when the
MCU is in Sleep mode, than when it is in Active
mode.

Due to extremely small transmission distances, the
power consumed while receiving data can often be
greater than the power consumed while transmitting
packets, as is evident from Figure 2. Thus,
conventional network protocols which usually
assume the receive power to be negligible, are no
longer efficient for sensor networks, and customized
protocols which explicitly account for receive power
have to be developed instead.

The power consumed by the node with the radio in
Idle mode is approximately the same with the radio
in Receive mode. Thus, operating the radio in Idle
mode does not provide any advantage in terms of
power. Previously proposed network protocols have
often ignored this fact, leading to fallacious savings
in power consumption, as pointed out in [11].
Therefore, the radio should be completely shut off
whenever possible, to obtain energy savings.

BATTERY ISSUES

The battery supplies power to the complete sensor node,
and hence plays a vital role in determining sensor node
lifetime. Batteries are complex devices whose operation
depends on many factors including battery dimensions,
type of electrode material used, and diffusion rate of the
active materials in the electrolyte. In addition, there can
be several non-idealities that can creep in during battery
operation, which adversely affect system lifetime. We
describe the various battery non-idealities, and discuss
system level design approaches that can be used to
prolong battery lifetime.

Rated capacity effect

The most important factor that affects battery lifetime
is the discharge rate or the amount of current drawn from
the battery. Every battery has a rated current capacity,
specified by the manufacturer. Drawing higher current
than the rated value leads to a significant reduction in
battery life. This is because, if a high current is drawn
from the battery, the rate at which active ingredients
diffuse through the electrolyte falls behind the rate at
which they are consumed at the electrodes. If the high
discharge rate is maintained for a long time, the
electrodes run out of active materials, resulting in battery
death even though active ingredients are still present in
the electrolyte. Hence, to avoid battery life degradation,
the amount of current drawn from the battery should be
kept under tight check. Unfortunately, depending on the
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battery type (Lithium Ion, NiIMH, NiCd, Alkaline, etc.),
the minimum required current consumption of sensor
nodes often exceeds the rated current capacity, leading to
sub-optimal battery lifetime.

Relaxation effect

The effect of high discharge rates can be mitigated to a
certain extent through battery relaxation. If the discharge
current from the battery is cut off or reduced, the
diffusion and transport rate of active materials catches
up with the depletion caused by the discharge. This
phenomenon is called the relaxation effect, and enables
the battery to recover a portion of its lost capacity.
Battery lifetime can be significantly increased if the
system is operated such that the current drawn from the
battery is frequently reduced to very low values, or is
completely shut off [12].

DC-DC CONVERTER

The DC-DC converter is responsible for providing a
constant supply voltage to the rest of the sensor node
while utilizing the complete capacity of the battery. The
efficiency factor associated with the converter plays a
big role in determining battery lifetime [13]. A low
efficiency factor leads to significant energy loss in the
converter, reducing the amount of energy available to
other sensor node components. Also, the voltage level
across the battery terminals constantly decreases as it
gets discharged. The converter therefore draws
increasing amounts of current from the battery to
maintain a constant supply voltage to the sensor node.
As a result, the current drawn from the battery becomes
progressively higher than the current that actually gets
supplied to the rest of the sensor node. This leads to
depletion in battery life due to the rated capacity effect,
as explained earlier. Figure 3 shows the difference in
current drawn from the battery and the current delivered
to the sensor node for a Lithium-Ilon coin cell battery.

NODE LEVEL ENERGY
OPTIMIZATION

Having studied the power dissipation characteristics of
wireless sensor nodes, we now focus our attention to the
issue of minimizing the power consumed by these nodes.
As a first step towards incorporating energy awareness
into the network, it is necessary to develop
hardware/software design methodologies and system
architectures that enable energy-aware design and
operation of individual sensor nodes in the network.

POWER-AWARE COMPUTING
Advances in low-power circuit and system design [6]
have resulted in the development of several ultra low



power microprocessors, and microcontrollers. In
addition to using low-power hardware components
during sensor node design, operating the various system
resources in a power-aware manner through the use of
dynamic power management (DPM) [14] can reduce
energy consumption further, increasing battery lifetime.
A commonly used power management scheme is based
on idle component shutdown, in which the sensor node,
or parts of it, is shutdown or sent into one of several
low-power states if no interesting events occur. Such
event-driven power management is extremely crucial in
maximizing node lifetime. The core issue in shutdown
based DPM is deciding the state transition policy [14],
since different states are characterized by different
amounts of power consumption, and state transitions
have a non-negligible power and time overhead.

While shutdown techniques save energy by turning off
idle components, additional energy savings are possible
in active state through the use of dynamic voltage
scaling (DVS) [15]. Most microprocessor-based systems
have a time varying computational load, and hence peak
system performance is not always required. DVS
exploits this fact by dynamically adapting the processor's
supply voltage and operating frequency to just meet the
instantaneous processing requirement, thus trading off
unutilized performance for energy savings. DVS based
power management, when applicable, has been shown to
have significantly higher energy efficiency compared to
shutdown based power management due to the convex
nature of the energy- speed curve [15]. Several modern
processors such as Intel's StrongARM and Transmeta's
Crusoe support scaling of voltage and frequency, thus
providing control knobs for energy-performance
management.

For example, consider the target-tracking application
discussed earlier. The duration of node shutdown can be
used as a control knob to trade off tracking fidelity
against energy. A low operational duty cycle for a node
reduces energy consumption at the cost of a few missed
detections. Further, the target update rate varies,
depending on the Quality of Service requirements of the
user. A low update rate implies more available latency to
process each sensor data sample, which can be exploited
to reduce energy through the use of DVS.

ENERGY AWARE SOFTWARE

Despite the higher energy efficiency of application
specific hardware platforms, the advantage of flexibility
offered by microprocessor and DSP based systems has
resulted in the increasing use of programmable solutions
during system design. Sensor network lifetime can be
significantly enhanced if the system software, including
the operating system (OS), application layer, and
network protocols are all designed to be energy aware.

The OS is ideally poised to implement shutdown-
based and DVS-based power management policies, since
it has global knowledge of the performance and fidelity
requirements of all the applications, and can directly
control the underlying hardware resources, fine tuning
the available performance-energy control knobs. At the
core of the OS is a task scheduler, which is responsible
for scheduling a given set of tasks to run on the system
while ensuring that timing constraints are satisfied.
System lifetime can be increased considerably by
incorporating energy awareness into the task scheduling
process [16], [17].

The energy aware real-time scheduling algorithm
proposed in [16] exploits two observations about the
operating scenario of wireless systems, to provide an
adaptive power vs. fidelity tradeoff. The first observation
is that these systems are inherently designed to operate
resiliently in the presence of varying fidelity in the form
of data losses, and errors over wireless links. This ability
to adapt to changing fidelity is used to trade off against
energy. Second, these systems exhibit significant
correlated variations in computation and communication
processing load due to underlying time-varying physical
phenomena. This observation is exploited to proactively
manage energy resources by predicting processing
requirements. The voltage is set according to predicted
computation requirements of individual task instances,
and adaptive feedback control is used to keep the system
fidelity (timing violations) within specifications.

The energy-fidelity tradeoff can be exploited further
by designing the application layer to be energy scalable.
This can be achieved by transforming application
software such that the most significant computations are
performed first. Thus, terminating the algorithm
prematurely due to energy constraints, does not impact
the result severely. For example, the target tracking
application described earlier involves the extensive use
of signal filtering algorithms such as Kalman filtering.
Transforming the filtering algorithms to be energy
scalable, trades off computational precision (and hence,
tracking precision) for energy consumption. Several
transforms to enhance the energy scalability of DSP
algorithms are presented in [18].

POWER MANAGEMENT OF RADIOS

While power management of embedded processors has
been studied extensively, incorporating power awareness
into radio subsystems has remained relatively
unexplored. Power management of radios is extremely
important since wireless communication is a major
power consumer during system operation. One way of
characterizing the importance of this problem is in terms
of the ratio of the energy spent in sending one bit to the
energy spent in executing one instruction. While it is not
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quite fair to compare this ratio across nodes without
normalizing for transmission range, bit error probability,
and the complexity of instruction (8-bit vs. 32-bit), this
ratio is nevertheless useful. Example values are from
1500 to 2700 for Rockwell’s WIN nodes, 220 to 2900
for the MEDUSA 1I nodes, and is around 1400 for the
WINS NG 2.0 nodes from the Sensoria Corporation that
are used by many researchers.

The power consumed by a radio has two main
components to it, an RF component that depends on the
transmission distance and modulation parameters, and an
electronics component that accounts for the power
consumed by the circuitry that performs frequency
synthesis, filtering, up-converting, efc. Radio power
management is a non-trivial problem, particularly since
the well-understood techniques of processor power
management may not be directly applicable. For
example, techniques such as dynamic voltage and
frequency scaling reduce processor energy consumption
at the cost of an increase in the latency of computation.
However, in the case of radios, the electronics power can
be comparable to the RF component (which varies with
the transmission distance). Therefore, slowing down the
radio may actually lead to an increase in energy
consumption. Other architecture specific overheads like
the startup cost of the radio can be quite significant [9],
making power management of radios a complex
problem. The various tradeoffs involved in incorporating
energy awareness into wireless communication will be
discussed further in the next section.

ENERGY AWARE PACKET FORWARDING

In addition to sensing and communicating its own data
to other nodes, a sensor node also acts as a router,
forwarding packets meant for other nodes. In fact, for
typical sensor network scenarios, a large portion (around
65%) of all packets received by a sensor node need to be
forwarded to other destinations [19]. Typical sensor
node architectures implement most of the protocol
processing functionality on the main computing engine.
Hence, every received packet, irrespective of its final
destination, travels all the way to the computing
subsystem and gets processed, resulting in a high energy
overhead. The use of intelligent radio hardware, as
shown in Figure 4, enables packets that need to be
forwarded to be identified and re-directed from the
communication subsystem itself, allowing the computing
subsystem to remain in Sleep mode, saving energy [19].

ENERGY AWARE WIRELESS
COMMUNICATION

While power management of individual sensor nodes
reduces energy consumption, it is important for the

communication between nodes to be conducted in an
energy efficient manner as well. Since the wireless
transmission of data accounts for a major portion of the
total energy consumption, power management decisions
that take into account the effect of inter-node
communication yield significantly higher energy
savings. Further, incorporating power management into
the communication process enables the diffusion of
energy awareness from an individual sensor node to a
group of communicating nodes, thereby enhancing the
lifetime of entire regions of the network. To achieve
power-aware communication it is necessary to identify
and exploit the various performance-energy trade-off
knobs that exist in the communication subsystem.

MODULATION SCHEMES

Besides the hardware architecture itself, the specific
radio technology used in the wireless link between
sensor nodes plays an important role in energy
considerations. The choice of modulation scheme greatly
influences the overall energy versus fidelity and latency
tradeoff that is inherent to a wireless communication
link. Equation (1) expresses the energy cost for
transmitting one bit of information, as a function of the
packet payload size L, the header size H, the fixed
overhead E|,,, associated with the radio startup transient,
and the symbol rate Ry for an M-ary modulation scheme
[9], [20]. P... represents the power consumption of the
electronic circuitry for frequency synthesis, filtering,
modulating, upconverting, etc. The power delivered by
the power amplifier, Py, needs to go up as M increases,
in order to maintain the same error rate.

_ Estart n Pelec+ PRF(M) *(1+
L Rs *log-M

H
Ebi —
it L) (1)

Figure 5 plots the communication energy per bit as a
function of the packet size and the modulation level M.
This curve was obtained using the parameters given in
Table III, which are representative for sensor networks,
and choosing Quadrature Amplitude Modulation (QAM)
[9], [20]. The markers in Figure 5 indicate the optimal
modulation setting for each packet size, which is
independent of L. In fact, this optimal modulation level
is relatively high, close to 16-QAM for the values
specified in Table III. Higher modulation levels might be
unrealistic in low-end wireless systems, such as sensor
nodes. In these scenarios, a practical guideline for saving
energy is to transmit as fast as possible, at the optimal
setting [9]. However, if for reasons of peak-throughput,
higher modulation levels than the optimal one need to be
provided, adaptively changing the modulation level can
lower the overall energy consumption. When the
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instantaneous traffic load is lower than the peak value,
transmissions can be slowed down, possibly all the way
to the optimal operating point. This technique of
dynamically adapting the modulation level to match the
instantaneous traffic load, as part of the radio power
management, is called modulation scaling [20]. It is
worth noting that dynamic modulation scaling is the
exact counterpart of dynamic voltage scaling, which has
been shown to be extremely effective for processor
power management, as described earlier.

The above conclusions are expected to hold for other
implementations of sensor network transceivers as well.
Furthermore, since the startup cost is significant in most
radio architectures [9], it is beneficial to operate with as
large a packet size as possible, since it amortizes this
fixed overhead over more bits. However, aggregating
more data into a single packet has the downside of
increasing the overall latency of information exchange.

The discussion up until now has focused on the links
between two sensor nodes, which are characterized by
their short distance. However, when external users
interact with the network, they often times do so via
specialized gateway nodes [22], [23]. These gateway
nodes offer long-haul communication services, and are
therefore in a different regime where Prr dominates P,..
In this case, the optimal M shifts to the lowest possible
value, such that it becomes beneficial to transmit as slow
as possible, subject to the traffic load. In this regime,
modulation scaling is clearly very effective [20].

COORDINATED POWER MANAGEMENT TO EXPLOIT
COMPUTATION COMMUNICATION TRADEOFF

Sensor networks involve several node-level and
network-wide computation-communication tradeoffs,
which can be exploited for energy management. At the
individual node level, power management techniques
such as DVS and modulation scaling reduce the energy
consumption at the cost of increased latency. Since both
the computation and communication subsystems take
from the total acceptable latency budget, exploiting the
inherent synergy between them to perform coordinated
power management will result in far lower energy
consumption. For example, the relative split up of the
available latency for the purposes of dynamic voltage
scaling and dynamic modulation scaling significantly
impacts the energy savings obtained. Figure 6 shows a
system power management module that is integrated into
the OS, and performs coordinated power management of
the computing, communication and sensing subsystems.

The computation-communication tradeoff manifests
itself in a powerful way due to the distributed nature of
these sensor networks. The network's inherent capability
for parallel processing offers further energy optimization
potential. Distributing an algorithm's computation

among multiple sensor nodes enables the computation to
be performed in parallel. The increased allowable
latency per computation enables the use of voltage
scaling, or other energy-latency tradeoff techniques.
Distributed computing algorithms however demand
more inter-node collaboration, thereby increasing the
amount of communication that needs to take place.

These computation-communication tradeoffs extend
beyond individual nodes to the network level too. As we
will discuss in the next section, the high redundancy
present in the data gathering process, enables the use of
data combining techniques to reduce the amount of data
to be communicated, at the expense of extra computation
at individual nodes to perform data aggregation.

LINK LAYER OPTIMIZATIONS

While exploring energy-performance-quality tradeoffs,
reliability constraints also have to be considered, which
are related to the interplay of communication packet
losses and sensor data compression. Reliability decisions
are usually taken at the link layer, which is responsible
for some form of error detection and correction.
Adaptive error correction schemes were proposed in [24]
to reduce energy consumption, while maintaining the bit
error rate (BER) specifications of the user. For a given
BER requirement, error control schemes reduce the
transmit power required to send a packet, at the cost of
additional processing power at the transmitter and
receiver. This is especially useful for long-distance
transmissions to gateway nodes, which involve large
transmit power. Link layer techniques also play an
indirect role in reducing energy consumption. The use of
a good error control scheme minimizes the number of
times a packet retransmissions, thus reducing the power
consumed at the transmitter as well as the receiver.

NETWORK-WIDE ENERGY
OPTIMIZATION

Incorporating energy awareness into individual nodes
and pairs of communicating nodes alone does not solve
the energy problem in sensor networks. The network as a
whole should be energy-aware, for which the network-
level global decisions should be energy-aware.

TRAFFIC DISTRIBUTION

At the highest level of sensor network, the issue of
how traffic is forwarded from the data source to the data
sink arises. Data sinks typically are user nodes or
specialized gateways that connect the sensor network to
the outside world. One aspect of traffic forwarding is the
choice of an energy efficient multi-hop route between
source and destination. Several approaches have been
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proposed [3], [23], [25] which aim at selecting a path
that minimizes the total energy consumption.

However, such a strategy does not always maximize
the network lifetime [26]. Consider the target-tracking
example again. While forwarding the gathered and
processed data to the gateway, it is desirable to avoid
routes through regions of the network that are running
low on energy resources, thus preserving them for
future, possibly critical detection and communication
tasks. For the same reason, it is in general, undesirable to
continuously forward traffic via the same path, even
though it minimizes the energy, up to the point where
the nodes on that path are depleted of energy, and the
network connectivity is compromised. It would, instead,
be preferable to spread the load more uniformly over the
network. This general guideline can increase the network
lifetime in typical scenarios, although this is not always
the case [26] as the optimal distribution of traffic load is
possible only when future network activity is known.

TOPOLOGY MANAGEMENT

The traffic distribution through appropriate routing
essentially exploits the macro-scale redundancy of
possible routes between source and destination.
However, on each route, there is also a micro-scale
redundancy of nodes that are essentially equivalent for
the multi-hop path. In typical deployment scenarios, a
dense network is required to ensure adequate coverage
of both the sensing and multi-hop routing functionality,
in addition to improving network fault-tolerance [11],
[27]. It is immediately apparent that there exist several
adaptive energy-fidelity tradeoffs here too. For example,
in target tracking, denser distributions of sensors lead to
increasingly precise tracking results. However, if
network lifetime is more critical than tracking precision,
tracking could be done using data samples from fewer
nodes. In addition to reducing the computational
complexity itself, this also reduces the communication
requirements of the non- participating nodes since they
no longer have to send in their data to be processed.

Despite the inherent node redundancy, these high
densities do not immediately result in an increased
network lifetime, as the radio energy consumption in
Idle mode does not differ much from that in Transmit or
Receive mode. Only by transitioning the radio to the
Sleep state can temporarily quiescent nodes conserve
battery energy. However, in this state, nodes cannot be
communicated with, and have effectively retracted from
the network, thereby changing the active topology. Thus,
the crucial issue is to intelligently manage the sleep state
transitions while providing robust undisturbed operation.

This reasoning is the foundation for the time slotted
MAC protocol for sensor networks in [22] where the
nodes only need to wake up during time slots that they

134

are assigned to, although this comes at the cost of
maintaining time synchronization. An alternative
approach advocates explicit node wake up via a separate,
but low-power paging channel. In addition, true
topology management explicitly leverages the fact that
in high node density several nodes can be considered
backups of each other with respect to traffic forwarding.
The GAF protocol [11] identifies equivalent nodes based
on their geographic location in a virtual grid such that
they replace each other directly and transparently in the
routing topology. In SPAN [27], a limited number of
coordinator nodes are elected to forward the bulk of the
traffic as a backbone within the ad-hoc network, while
other nodes can frequently transition to a sleep state.
Both GAF and SPAN are distributed protocols that
provision for periodic rotation of node functionality to
ensure fair energy consumption distribution. STEM [28]
goes beyond GAF and SPAN in improving the network
lifespan by exploiting the fact that most of the time the
network is only sensing its environment waiting for an
event to happen. By eliminating GAF and SPAN’s
restriction of network capacity preserva